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Chapter 0 Introduction

When studying human language the question rises kité of knowledge the speakers of a
language apply when they are speaking and undéistafanguage. Language seems to be a
highly creative function of the human mind becatiseems to consist of an infinite number
of expressions that may consist of many differemels of abstraction and structure.
However, it seems that, after approximately twelgars of experience, most speakers of a
language will be able to understand most of thefeitely many sentences that can be
expressed in this language. Still, the questiasrikit takes so long to acquire a language,
what exactly is so particularly difficult about i&?fany theories of grammar have made an
attempt to answer this question, but it is provehe very difficult to answer it. The difficulty
lies mainly in the fact that it is unclear what diaf knowledge is used in the processing of
language, and as a consequence, there is not mashkresus among linguists what it is
exactly that is learnt during the acquisition ofdaage. There are theories that assume that
the acquisition of language is a matter of stomsgances, often called exemplars, of this
language. This exemplar storing implies that dfearing certain constructions, they are
stored and can thus be produced. However theralsoeheories that claim the opposite: no
instances are stored, but an abstract representatiole. There thus seem to be two options:
the units of processing in the human linguistic petence are abstractions or they are

exemplars.

The debate on exemplar versus abstraction basedngas very fascinating, especially
because it seems to touch on the fundaments afifitig theory: how is language represented
in the human brain and what does the language demgelook like? The question becomes
even more fascinating when it is realised thatdisstion is not only related to linguistics,
but to many disciplines of scientific research. Eeample, it seems that also in cognitive
psychology an ongoing debate takes place on whetimereptual knowledge is dominated by
abstract rules or instance-specific knowledge.Haurhore, this debate may even be seen as a
more universal discussion in all scientific fiettist deal with human behaviour, such as the
fields of economics or history. It is conceivaliiattalso there it is a central philosophical
guestion if the observations that are encounteredase fields are dominated by
deterministic rules or if every event is just amstimstance of an (economic) incident or a
(historical) episode. It seems plausible a soluttgay that, for example in history,

independent incidents may have been under influehaemotive and thus form a subsystem,



but that there is not a self-contained system iicwbvery instance is a consequence of an
all-embracing rule system that is the driving fobedind every event. However, in
linguistics such a solution is not often suggesiestead there are mainly theories that put
forward a explanation that contains either abswwaeixemplar knowledge and the

combination of the two seems a controversial sofuthat is regarded as ‘cheating’.

In the present study it will be investigated whaerthere is for generalizations and for
instance specific knowledge in the processing ape@ally the acquisition of language. In
order to research this, a number of theories wiltlbscribed extensively regardgin their views
on exemplar and abstraction based processing alithghe evidence that they found for

their assumptions.

The following four theories will be described: Geateve Grammar (GG, Chomsky 1957),
Exemplar Theory (ET, Johnson 1997) /Data Orien@diRg (DOP, Scha 1990), Second
Language Linguistic Processing (L2LP, Escudero 2@08 Second Language and Universal
Grammar (L2UG, White 1989). These theories wilbdescribed and compared especially
with regard to their views on exemplar and absiwadvased processing and the acquisition of
first language (L1) and second language (L2).

The four theories are taken from the fields of pftms and syntax. Even though these two
disciplines of linguistic may seem very distincfigdt, it can be argued that there is a close
relation between the two, mainly because they dettribe language. Furthermore, in the
book ‘The Origins of Complex Language’ (Carstairs@arthy 1999) it is argued that the
complexity of syntactic structures in human langubhgve evaluated from phonetic strings.
Carstairs-McCarthy (1999: 1 and on) argues thatdlaion between Onset, Nucleus and
Coda closely resembles the structure of Subjeat) ¥ed Object and he argues that the latter
have evolved from the first. More recently, an enédition of Lingua (volume 116, issue 5)
was devoted to the similarities between the fielidshonetics and syntax. In the current study
however, the main motive behind looking at theofiem two different fields of linguistics is
the ambition that a model that describes linguistaxcessing and acquisition should ideally
be able to account for both phonetics as well atasy

Table 1 schematically provides the views on abs8tia@nd exemplar based processing in
first and second language acquisition, that arerasd by the different theories that are
described in this study.



Table 1. Described theories.

1. GENERATIVE GRAMMAR (Chomsky 1957) | 3. SECOND LANGUAGE LINGUISTIC
L1 learning: abstraction based PROCESSING (Escudero 2005)
L2 learning: general learning mechanism, L1 learning: exemplar/abstraction based
(possibly exemplar) L2 learning: exemplar/abstraction based
2. EXEMPLAR THEORY (Johnson 1997) 4. SECOND LANGUAGE AND
L1 learning: exemplar based UNIVERSAL GRAMMAR (White 2003)
L2 learning: exemplar based L1 learning: abstraction based

L2 learning: abstraction based

Traditional Chomskyan theory, which will be desedlin Chapter 1, states that highly
abstract syntactic rules are the main componetiteohuman linguistic competence and are
innate to the human brain in the form of a univegsammar. What Chomsky proposes is that
every language consists of a set of syntactic ithigiscan generate every grammatical
sentence of that language. And as Chomsky assuress tules to be innate to the human
brain, the acquisition of a language is thus mettatyactivation of some of these rules along
with storing of the words of the language thaéd#rht. However, this capacity to activate
syntactic rules is dependent on childhood. Aftdsgaty, Chomsky assumes that it is
impossible to acquire a language in the same mamehen a young infant. For the process
of second language acquisition, Chomsky assumeésa timare general learning mechanism is
needed, or a talent, that a person may have or lack

There seems to be a lot of evidence that sugdestshis view is not entirely faithful to the
seemingly richness of the language competence.

In the first place, it seems to be rather diffidolfind evidence for rule based processing,
because most phenomena can be explained bothébpaséd and exemplar based processing
because regularity in language production may beeazhby generalizations as well as online
comparison of exemplars. Moreover, even thoughetaes numerous attempts to find
evidence for a difference in processing for reg(ale based) and irregular (storage based)
forms of derivational morphology, it seems thatéhis not a significant difference in reaction

time in a priming test for these two language fdrms

! For example in Clahsen, Sonnenstuhl & Blevins 2002



In the second place, it seems that there is & levidence for instance-specific, or exemplar,
knowledge of language. People seem to have vepfgpenowledge about different
speakers, ranging from knowledge about their vaacesknowledge about who said what and
when and even seem to have certain ideas of tfexetit styles of different speakers, in that
they seem to know what is typical for someone o $his suggests that next to abstract
knowledge, if there is any, there is also exemitewledge.

In the third place, it appears that in high schowlany children are trying to get hold of the
grammatical rules of their languages when theyeaming to dissect sentences of their
language. However, even though all of the studargsative speakers of the language that
there are learning to dissect, there is not martiierh that find this job particularly easy.
Dissecting is actually seen as one of the morécdiffsubjects that is taught in high school.
Does this suggest that there is no mental repratsent or equivalent, for grammatical rules?
Theories such as Exemplar Theory (ET) and Datar@teParsing (DOP), to which Chapter
2 is devoted, state that every act that is relaidiehguistic processing can be explained
theoretically without making use of grammaticaksilThese theories state that there is no
storage of abstract knowledge, but only online ysialof concrete language data. ET, is a
model of phonetic processing and acquisition, &P is a theory of syntactic processing
and acquisition, however both of them seem to base model on similar assumptions and
observations. ET and DOP assume that every langusegehas gathered his linguistic
expertise through experience. They assume them iisborn linguistic knowledge and that
language is learnable by the storing of exempldwsnans are thus regarded as walking

databases of all the linguistic utterances that ave heard and produced in their lives.

However there is one problem to such an approadhai it seems that, as was already
suggested by Chomsky, humans do have at leastaostract knowledge of their language.
Even though it may be the case that language pmgeand acquisition can be accounted for
without reference to any abstract knowledge, tkanation also seems to deprive the
language competence of its richness, becausenitsstiat there actually are categories and
rules represented in the human mind. For exampdgpears that most speakers of a language
are able to say that the sentence “John Mary Ksssbdt a grammatical sentence of English.
Even though nobody ever explained this to themieiiyl speakers of a English seem to be
able to judge that a sentence should have the &b, the Verb second and the Object

last. This sort of observation suggests that tharst also be some abstract knowledge that

goes beyond unlikeliness or ‘never-heard-beforasne



In Chapter 3 the L2LP model (Escudero 2005) is rilesd, which is a model of phonetic
processing and acquisition, which proposes a coatibim of abstract and exemplar
knowledge as relevant for language learning. THePL&hodel suggests that exemplar storing
can actually be seen as a means to acquire al@tiend it is assumed that exemplars are
stored until enough information is gathered in otdaepresent categories by abstractions. In
this model, there is thus a combination of exemgllaring and abstraction based processing.
Also in the adult linguistic mechanism it is expatby the L2LP model that new data is
compared to stored exemplars as well as abstriacmation in order to make the correct

interpretation.

Chapter 4 will describe the L2UG model (White 198@ich rejects Chomsky’s critical
period hypothesis. White expects that the inbanguage principles that are activated in
childhood when the first language is learnt, aileastailable for second language learning.
White thus assumes that the whole language learbings well as L2 is completely

dominated by abstraction based processing.

In Chapter 5, the findings the different theoriah evitically compared and discussed. The
evidence and the arguments that the different tbegut forward will also be compared to
what kind of evidence and arguments are used initteg psychology in favour and against
abstract and exemplar based processing. The outebthis discussion will result in a
proposal, which will be tested in a grammaticglitggment experiment in which an example
of reanalysis in Dutch will be investigated. Thxgeriment is described in Chapter 6.



Chapter 1.
Generative Grammar (Chomsky 1957, 1965)

1.0Introduction
Noam Chomsky is often said to be the founder of enodinguistics. With the writing of his
famous work ‘Syntactic Structures’ in 1957 he ghirth to an important paradigm change.
Instead of regarding spoken language as the mausfof inquiry for linguistics, Chomsky
proposed studying the abstract system underlyiisgsgpoken language.

In the following chapter it will be discussed hoxaetly this is seen by Chomsky and what

consequences his line of reasoning has for theisitqn and the processing of language.

The general objective of this study is investigativhat exactly is the role of grammatical
abstractions in the acquisition of language. Chorsstadical view that syntactic rules are

actually the only means of linguistic processingmigive interesting insight in the matter.

1.1 Grammatical rules
On the first page of his famous book “Syntacticstures” (1957 :11), Chomsky makes a
statement that seems very relevant for the pressatission:

“Syntactic investigation of a language has asat® the construction of a grammar
that can be viewed as a device of some sort fatymiag the sentences of the

language under analysis.”

This quote implies that language is a device thadyces sentences. This entails one of
Chomsky’s most influential ideas, namely that theran underlying grammar that describes
spoken language. In Syntactic Structures Chomsgihfistates this idea that it should not be
spoken language that is described by linguiststhmutinderlying representation of this
spoken language.

Chomsky has a strong opinion on what this undeglyepresentation should look like. When
describing the system, in the first place suchaangnar is language specific. A grammar that
describes and produces the sentences of one lasgeaglled a Generative Grammar, and
Chomsky’s method of investigation is named aftes term.

However, the ideal outcome of such investigatioa e®llection of syntactic rules which is

described in such abstract way that there is reveate to a specific language (Chomsky



1957:11). Such a grammar would describe the gramat&nowledge that believed to be
innate to the human species, the Universal Grammar.

However, Chomsky goes further than stating thahivétsal Grammar should describe the
structure of every language of the world. Accordimghomsky a grammar should ideally
also account for the selection of a certain languggyen a corpus of sentences from this
language. In other words, a grammar should hedmguage learning child recognizing and

selecting the language that is spoken around him.

The model that Chomsky proposes entails many hgseththat are formulated by the theory
of Generative Grammar (GG). Firstly that therensiaderlying representation to spoken
language, and that language should thus be deddridependently of language use; this
hypothesis is known as AUTOKNOW (Newmeyer, 1998:&condly, the hypothesis that
there is a language faculty that contains the UsaleGrammar (UG) module, that assists in
the acquisition of language and describes thetstreg of all the language in the world.
Chomsky hypothesizes that this Language Faculty dkhdependent of other human
capacities, this hypothesis is referred to as AURAGI. AUTOGRAM is assumed to be a
species specific faculty of the human brain, beeatuseems that humans learn language
under the same condition that apes, birds and ekt (Chomsky, 1971: 123).

Further in this chapter we will see that there iBied autonomy hypothesis in the GG
paradigm, namely AUTOSYN, which formulates thattagtic rules are independent of
semantic and frequency. These three hypothesebewillscussed in this chapter.

Evidence that is brought forward by GG for the pmfogical reality of abstract syntactic
rules in language processing, is for example faartte acquisition of language. Chomsky
claims that the acquisition of language is merehyadter of acquiring syntactic rules.
Evidence for this claim is for example shown imastake’ that many, if not all, children

seem to make, such as (1).

(1) 1goed.

When a child produces such a sentence, it showstywortant claims of Chomsky about the

syntactic nature of language acquisition.



On the one hand it shows that the acquisitionmglage is not a matter of imitation.
(Chomsky 1965: look up) It is highly unlikely thatchild imitates one of his parents when
saying ‘l goed'. Parents do use a child directegl ofaspeaking to their children, which
Chomsky refers as ‘Motherese’. It is, however, eqtected that parents use ungrammatical

forms in this type of language.

On the other hand the child in the above exampbdeshihat it acquired the highly abstract
grammatical rule of English that the past is forrbgddding —ed to the stem of a verb. It is
important to note that, logically seen, this utte®is not ungrammatical. In constructions
like these, the regular past is applied to an uta@gverb. It implies that the infant has
acquired a highly abstract rule that is independénteaning, stating that the past is formed

by adding —ed to the stem of a verb.

Chomsky states that the main focus of inquiry fioguiistics must be these abstract rules
(Chomsky, 1957: 7 and on). As was mentioned abalystract grammatical rules must form a
Generative Grammar, which describes the lingusiimpetence of and adult speaker of this
language and the studying of Generative Grammdr$ead to the discovery of the Universal

Grammar, which is believed to be innate to the hubrain.

1.1.1 AUTOSYN
According to Chomsky, the set of grammatical risesutonomous of semantics and
frequency (AUTOSYN) and is, along with the lexictime main device that is needed to be a
speaker of a language. In the following sectias discussed what arguments exist for the
autonomy of syntax, as Chomsky (1957: 58-59) prepos

In the first place, the independence of syntaofed from the fact that syntactic rules can
actually be described without referring to semantiZhomsky’s attempts to describe syntax
without reference to semantics can be studied mé&gyic Structures. In the second place,
when observing grammaticality judgments, the indeleace of syntax from semantics is
suggested by the fact that a sentence can be grisahiadependent of its meaning. Every
speaker of English will be able to tell that Chogiskamous sentence (1) is grammatical,
whereas sentence (2) is not, even though bothresrgesvidently have no meaning
(Chomsky 1957: 59).



(1) Colorless green ideas sleep furiously

(2) Furiously sleep ideas green colorless

The independence of syntax from statistics is shioyihe fact that the human linguistic
competence seems to understand frequent sequenaedl as infrequent sequences;
frequency thus seems to have no influence on tberstanding of an utterance. Every
language user seems to be able to understand cestidrat may have never been uttered
before. This is regarded by Chomsky as evidencthtoautonomy of syntax (Chomsky 1957:
59).

Croft (as cited in Newmeyer 1998: 28) defines thpesitions that follow from the
AUTOSYN assumption.

(2) At least some elements of syntax are arbitrary
(2) The arbitrary elements participate in a system

3) That system is self-contained

Although these three positions are necessary tptade AUTOSYN assumption and are
widely accepted within the field of GG, they al$m® some problematic parts of the theory

of GG. These problems are all related to linguistiange.

Firstly, it is hard to explain linguistic changetire first place. If at every moment a language
can be described as a self-contained system afabsiyntactic rules, changed utterances can
never be understood. Language would thus nevemgehavhile it is clear that it does;
linguistic change happens continuously and is epeddent on the birth of new generations
that acquire new variants of a language. It sedaasalso full grown language users are able
to change the knowledge of their language.

This leads to the second problem: in a self-coethsystem it is also impossible to explain
how the linguistic knowledge of a single speaker daange over time. It is often observed
that a person’s way of speaking changes, due téewbainfluences. A person’s dialect may
change, or he or she might start using construgtibat sounded ungrammatical to them
before, even new jobs or new relationships may tedde change of linguistic performance.

This cannot be explained by a theory that adogtdfecontained system of abstractions.



A third problem that is related to previous twdhat it is not explained how it is possible that
language users seem to make linguistic reanalyrséaguistic history it is often seen that a
certain construction is reanalysed as another ngigin; stated bluntly, the wrong syntactic
analysis is made. If such a misinterpretation isleray enough people, it may become a new
standard. A morphophonological example of reansliysDutch is the word ‘schoen’. This
word was a plural in middle-Dutch. In English and3erman it is still seen that the word is
derived from the word Schoe (English Shoe, Gern@uB). In Dutch the plural is formed by
adding —en. However, if a word ends in a vowel,gheal was formed by adding only —n.
Following this analogy the plural form of Schoe Wwbhbe Schoen.

In seventeenth century Dutch, however, this rutesiged. Words existing of only one
syllable also received —en, such as Zee (Sea)nZ¥dééen this rule was completely accepted,
the word Schoen was no longer interpreted as plsirade there were no more words existing
of only one syllable that were plural.

The word was thus reanalysed as a singular, andetiveplural became Schoenen (Philippa,
1999: 37). The notion of reanalysis will furthepéored and experimented in chapter 6.

Lastly but not less important is the problem timad iself-contained system it is also hard to
explain how a person can ever learn an entirely caaveept when his linguistic competence
can be defined in a closed system of abstract.rlile®uld mean that all concepts that a
person's thinking may ever employ, must alreadgiddmable in terms of the algebra of
elementary concepts and operations of a persamgtiage of thought”. This problem is
know as Fodor’s paradox (as cited in Scha 1990ah8)strange as it may sound the paradox
is widely accepted in GG and regarded as evidemcaiiateness principles (Scha 1990: 13).

1.1.2 AUTOKNOW
One of Chomsky’s most famous dichotomies is thepmtence-performance distinction.
Chomsky states that knowledge of language, whiotelis the competence, can and should
be characterized independently of language useshwie calls performance. This idea is also
referred to as AUTOKNOW (Newmeyer, 1998:24).

The autonomous syntactic rules (AUTOSYN) that Chionessumes, along with the lexicon,
is the actual linguistic competence. To repeat valr@ady has been stated above: Chomsky
thus assumes that the human linguistic competexists ®f two modules. On the one hand

there is a device that contains highly abstractagyjit rules that are independent of semantic
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and frequency information. On the other hand tietke lexicon, from which lexemes can be
taken to apply in the syntactic rules. Thus, inatmration with the lexicon, where lexemes as
well irregular forms are stored, this competence generative grammar for every linguistic

utterance that a human being produces. The sest#maieare produced are referred to as the

performance.

As opposed to the competence, which is an idelgixieh of the spoken language, the
performance is only a vague reflection of his cotapee. It is influenced by many cognitive
apparatus and physiological influences and is thezdull of mistakes and unfinished
sentences. (Chomsky, 1957: 21)

In order to account for the human linguistic periance, the competence must be the focus
of inquiry of linguistic research. And as the leoticis only language specific and thus not
universal of nature, especially the syntactic contd the competence is of interest to
linguistics. It is thus the task of the linguistfiod the underlying abstractions of a language.
If this is done extensively and without referenzéainguage specific constructions, Chomsky
expects that the Universal Grammar (UG), thatimaia to every human being, will be
revealed (Chomsky 1957: 7).

1.2 Language acquisition.
In GG, the acquisition of a language is seen asi¢hrelopment of the competence. This
process is seen as the acquisition of the autonsmsyntactic rules as well as the growth of
the lexicon.
The complexity and scope of the syntactic rules déin@ acquired by young infants bring about
two theoretical problems that are discussed by Gkgr({lL986: entire book) extensively.
Firstly there is Plato’s problem, which is regar@esdvery relevant to language acquisition;
secondly there is Orwell’s problem, which is regatés less important to linguistics, but is
still mentioned and rather extensively studied Ip@sky. In the following paragraph these

two problems will be addressed.
1.2.1 Plato’s problem and Orwell's problem.

According to Chomsky linguistics has to deal witat&’s problem. Bertrand Russel defines

this problem as follows (as cited in Chomsky 1986/)
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“How comes it that human beings, whose contacts thié¢ world are brief and

personal and limited, are nevertheless able to kemwmuch as they know?”

Plato solved this problem as follows. Before a hatpeing is born, its spirit is
accommodated in the ‘world of ideas’ where it iteab get acquainted with every possible
concept that can be of use in the world. Plato #assimed that knowledge of everyday
concepts, such as ‘triangle’, ‘horse’ and ‘purfiat also more general knowledge of
mathematics and philosophy was ‘innate’ or, asonen@ilated, ‘learnt before birth’.

An explanation as such would nowadays be consideseohscientific and absurd. However

the problem that he proposed remains interestingdience.

According to Chomsky, Plato’s problem arises esglcin linguistic processing and
acquisition.(Chomsky 1986: xiv) He sees an enogmgap between language experience and
language competence (Chomsky 1965: 10 and on).

In GG this poverty of the stimulus is regardedhesrain evidence that language principles
must be innate. Infants seem to be exposed t@ataval small amount of linguistic data to be

able to acquire the language as fast and as wtiegsdo. Or, as Chomsky (1971: 122) states:

“Compared to the number of sentences that a chiddocoduce or interpret with ease,

the number of seconds in a lifetime is ridiculoustyall”

This statement refers to the idea that after aogusyntactic rules, the child is able to
interpret infinitely many sentences, which seemwasnuch of a learning task that can be
fulfilled by a human being.

This idea may be influenced by the idea’s of Karpper, the founder of modern humanity
science, who stated that a generalization can rmvgerified, only falsified. When stating
that all ravens are black, one can never be satdlils is actually true, because a
generalization always refers to infinitely many eh&tion that can never be carried out by a
human being, or even the human race. The only thialga human can do is falsify a
generalization, when a white raven is observed.

This idea may have been of influence to the Chomskgea that when an infant acquires
generalizations, which the syntactic rules arerassluto be within GG, they refer to infinitely
many sentences that can never be perceived or @dduthin a lifetime. However, this is

only speculation, since Chomsky does not referajgper in any of his books.
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Coming back to Plato’s problem, on the one hanteteeems to be not enough time and not
enough evidence for a child to acquire the amotimtformation that needs to be acquired for
natural language. But there is a second problemgdladressed by Plato’s problem,
according to Chomsky. As was stated above, theiilstig performance of the speakers
around the language acquiring infant is imperfect full of ungrammaticalities and
unfinished sentences (Chomsky 1957: 10). A chilgs thas no direct access to the linguistic

competence of his parents.

Both of these logical problems of language acquoisittad Chomsky to assuming linguistic
knowledge innate to the human brain.

However, next to Plato’s problem, there is anoflreblem that is relevant for language
acquisition: Orwell's problem. Orwell’s problem ee$ to the question why do we know and
understand so little, even though the evidencdahaiis so rich (Chomsky 1986, p xxv).
This problem is called Orwell’s problem as it reféos Orwell’'s book Nineteen-eighty-four, in
which he describes a totalitarian regime in whioére is great injustice and dishonesty of the
government, which seems to be accepted by the itandéb of the country even though it is
very clear to them that they are suppressed adddie

For Orwell this problem mainly arises in politiaaid religious context: why do people
believe certain authorities when there is cleadewce that they are wrong.

In other words, Orwell’'s problem comes down to pneblem that it seems unnatural for the
human mind to reason logically; even when theteaissparent evidence, people tend to stick
to what they believe in and thus do not trust @irtbbservation.

When this problem is applied to language acquisitiamplies that even if a person were
exposed to a large amount of clear language exaixiple not expected that he would
abstract the correct syntactic rules from this data

According to Chomsky this makes the acquisitiotaofjuage even harder to explain,
because on the one hand, human beings seem toeaadanguage faster than is expected
from the amount of evidence that is exposed to t{flato’s problem). Yet, on the other
hand, it is not expected that they have a veryngtaeductive ability, because even when
there is very clear evidence, human beings doe®ndo reason logically (Orwell’s

problem)..
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Adding up, it is not to be expected that humansaate to learn a natural language without

innate principles.

1.2.2 AUTOGRAM
GG assumes a ‘Language faculty’ (LF), which is sgmespecific and autonomous of other
cognitive capacities of the human brain (AUTOKNOWEwmeyer 1998: 23). This LF is
responsible firstly for the acquisition and later the processing of language.

Chomsky distinguishes an initial and a steady sthtenguage use. The initial state is the
state of the LF when an infant is born and hasnguistic experience. The steady state is the
state of the LF of an adult language user. The stabetween these two states is the language

acquisition.

The state of the LF of a new born child is thetiattstate’. In this state, the Universal
Grammar (UG) is available in the form of a set nilversal grammatical rules that assist in

the selection of the spoken language.

Chomsky does not elaborate on how the acquisitidanguage exactly takes place. He
leaves the states between ‘initial state’ and thtesdate’ for future researchers: “this realistic
study is much too complex to be undertaken in aagmngful way today and that it will be
far more fruitful to investigate in detail, as estiapproximation, the idealized model outlined
earlier [AUTOSYN] leaving refinements to a time wihhis idealization is better understood”
(Chomsky & Halle 1968 — p331, as cited in Botha9)98

This can be seen as a weak part of Chomsky’s thetmyever, we must be patient and wait

for the refinements that will be outlined in théure.

The content of the UG module consists of principled parameters. Principles define the
architecture of any linguistic system, while paréen®ecover the variation of syntax within

this language (Culicover, 1997: 4). One exampla pfinciple is the principle of recursivity;

it is believed by Chomsky that all languages shegursive patterning, which means that
every slot of a sentence can be filled by a neves®e. Recursivity is thus a universal
principle of language. An example of a parametéhnesNull-Subject Parameter. This
parameters refers to the observation that theraageiages that obligatorily take subjects and

languages that do not. In languages such as Duattiaglish, the verb always needs a
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subject, even when it is clear by the inflectiontlo® noun who or what the subject of the
sentence is, a houn or a pronoun is needed to s subject. In languages such as ltalian
and Spanish, the subject can be left out whenciear from the inflection on the verb which

person is referred to.

The language learning infant is thus equipped wisiet of these universal principles and
parameters that he can test in a corpus of langi@gethat he is exposed to.

These principles and parameters are so seleca®itiy a small number of them needs
testing before the right grammar can be choseather words, after the testing of a small
amount of grammatical rules, the infant ‘knows’ ethianguage he is acquiring (Culicover
1997: 10). The principles and parameters are thmeamns to facilitate the acquisition of

language.

For the ‘steady-state’ language user the LF igithace that produces and interprets every
linguistic unit that is possible in that languaBeth for perception and production the set of
syntactic rules along with the lexicon accountdthdinguistic behaviour. Chomsky does
make another strong statement about the UG mobiu@G it is assumed that there is a
‘critical period’ for language acquisition. Chomskgsumes that after acquiring the first
language the UG will be unavailable for the stestdye language user. This has two
consequences. In the first place it seems to explay people are generally never as
proficient in a second language than in their motbegue. In the second place it means that
the knowledge of the first language cannot be caedrmymore, which accounts for the fact
that older people often use different forms of laage than younger generations of the same

language.

1.3 Summary and Discussion
Chomsky regards language as a cognitive capadtygtspecific to humans and is
independent of other human cognitive capacitiesTRGRAM). The human brain is
equipped with an innate set of universal grammkfid& & innateness hypothesis) principles
and parameters that help the infant in the acquisdf language. After acquiring the first
language, the UG module is not available anymaréhi® acquisition of a second language.
Chomsky regards the adult language competenceetsoh syntactic rules, which are
independent of semantics and frequency (AUTOSYMKg Syntactic rules along with the

lexicon describe the human linguistic competendgchwvis independent of the linguistic
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performance, which is only a vague reflection & tompetence as it is influenced by many
cognitive devices (AUTOKNOW).

All of the assumptions of Chomsky that are describethis chapter, are proven to be more
problematic than is expected by Chomsky. All threaonomy hypotheses are highly debated

and also the innateness hypothesis is often argg@idst.

In the following chapters most of the hypothesdtlvei addressed.

Firstly and most importantly, the innateness hypsithis often refuted. It seems that at the
age of 12 (Pierrehumbert 2003: 1) there is stjieat amount of linguistic structures to be
learnt. It can even be argued that language atigmdasts a lifetime, which means that there
might be a continuum between early and later stafjlesmguage use. In Chapter 2 and three
ET (Johnson 1992), DOP (Scha 1990) and the L2L&yh&scudero 2005) will be
discussed, which are theories that actually relgarguage as learnable. Theoretically a
theory that can account for language without makisg of inborn capacities is preferred
above a theory that does.

Chomsky, however, does not seem to have a respotise fact that language seems
learnable. Rather, he sees it as an insult to hawalution to reject the innateness
hypothesis, as can be seen in the following qufte] there is surely no reason today for
taking seriously a position that attributes a ca@mpgiuman achievemértb months (or at
most years) of experience rather than to millioingears of evolution.” (Chomsky 1965: 58-
59).

A related matter is the steady state of languages proposed by Chomsky. Chomsky
believes that there is a critical period, afterathit is no longer possible to use the UG
module for language acquisition. This idea contamagy assumptions that are debated by
other theories. ET and DOP, which are discussé&thapter 2, do not accept the UG module
at all, but also they reject the critical periogpbthesis, but see language acquisition as a
continuous process throughout life. Also L2LP (Ekmo 2005), which is discussed in
Chapter 3, rejects the UG module as well as theakiperiod hypothesis, although this
theory does assume a sort of end-state to lanqa@pasition. Lastly the L2UG theory

2 Namely, the acquisition of language
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(White 1989), does assume the UG module, but efbetcritical period hypothesis. This
theory will be described in Chapter 4.

But also other fundaments of Chomsky’s theory ateated, namely the existence of the
syntactic rules, that are assumed to be the manponent of the linguistic competence. The
cognitive reality of grammatical rules can is ardjloyy ET (Johnson 1997) and DOP (Scha
1990). These theories state that there is no ab&tud only concrete knowledge of language

in the human brain. This possibility is discusse€hapter 2.

But even if grammatical rules do have a cogniteresentation, it can be argued if it is
independent of semantics and frequency, as is peapby Chomsky’'s AUTOSYN
hypothesis. Especially by Functionalist Grammarisunsh as Simon Dik and Talmy Givon it
is stated that as the main function of language nvey meaning, it is highly unexpectable
that syntax would be independent of meaning. Howths debate is not of direct interest for
the discussion in this study and will therefore betextensively addressed here, although it

will be mentioned in the discussion in Chapter 5.

Next to the independency of semantics, it is disoatable if there is no influence of
frequency on linguistic processing. Theories sk (Johnson 1997), DOP (Scha 1990)
and L2LP (Escudero 2005) assume an important ool&dquency effects in linguistic

processing as well as acquisition. This can bedonrChapter 2 and 3.

Last but not least, as was mentioned above, itiistg processing can at every moment be
described as a closed set of rules, it is impassdhccount for linguistic change. This
problem is addressed by ET and DOP, which are sié&xliin chapter 2. Also a small
experiment regarding linguistic change will be cocteéd in Chapter 6.
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Chapter 2.
Exemplar theory (Keith Johnson 1992, 1997) and Data-Oriented Parsing (Remko Scha
1992)

2.0 Introduction
Exemplar Theory (ET) (Johnson 1997) and Data-Cekitarsing (DOP) (Scha 1990) state
the opposite from Generative Grammar (GG); ET feophonetic and DOP from a syntactic
perspective.
In exemplar theories, in which memory and frequgplay an important role, language is
seen as a non-analytical system of stored exanfptesnstead of storing an abstract category
of a certain sound, containing for example posdimmant values, ET suggests to store every
instance of the perception of a sound. ET thus moagegorization to decision time. In other
words, every time a sounds needs to be analyzprbduced, a large number of exemplars of
similar sounds along with their meanings are reéeand thus the analysis is made.
DOP proposes the same mechanism for syntactic gsimge There is no mental
representation of grammatical rules, instead esengence is stored along with its parse.
This approach challenges all of the assumptiona f&.
Firstly, ET and DOP reject the assumption of AUTAGBW. The AUTOKNOW assumption
of GG states that there is no opposition of compend performance, however in the
ET/DOP approach the performance is actually thepsience. ET and DOP both assume that
a language user has access to his or her comipigtastic experience.
Secondly there is no opposition of acquisition usrgrocessing; this is a continuum. ET and
DOP thus both reject the existence of a steadg sfdtnguistic knowledge; both theories
suggest the storing of the complete linguistic exgpee of a speaker. This implies that every
piece of newly stored data may influence the kndgéeof language that is at hand to the
speaker. This storage is a continuous processsthat only related to acquiring first or
second language. Consequently, also the knowleidgé. b changes continuously, thus also
after puberty.
Thirdly the ET/DOP approach also rejects the AUTS¥gothesis. In the first place it is
rather questionable if ET and DOP recognize theterce of grammatical generalizations at
all. However, it is believed in both approacheg tha forming of categories takes place at
decision time. In other words, every time a sergameds parsing or a phonetic string needs
to be understood, a large bulk of similar inforraatis recalled and thus a generalization is
made. Most importantly, both of these theories gecxe that the human mind seems to be

extremely sensitive for frequency distributionstise storage of data happens in accordance
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with frequency. This idea rejects the AUTSYN hypastis, which states that grammatical

processing is independent of frequency.

Lastly, the ET and DOP approaches reject the imeatehypothesis and also the
AUTOGRAM hypothesis. As was mentioned in chaptefT,and DOP see language as
learnable, instead of innate, and believe thatdnyrg) linguistic data along with a general
willingness of the human mind to categorize, languean be acquired. DOP does assume a
language faculty, but it only contains of a matghilevice that compares old and new data
from a more general memory of the human brainti#dke ideas will be further elaborated
below.

2.1.1 Speaker variability
Phonetic science has to deal with the problem eékgr variability. It seems that speech is
highly variable both within and between speakesfifdon 2005: 1 and on). Still it seems that
listeners are able to interpret this highly incanstdata seemingly without effort.
When measuring formants of vowels it seems that mvemen and children have great
overlap in their formants. The exaame formants can be measured for two vowels,
produced by two speakers, interpreted asdifferent sounds. The most dramatic example of

this is shown by a study reported by Peterson arddy (1952: 182).
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Figure 1 shows the F1's and F2’s of women, menciildren and all of the vowels

represented in the figure were correctly identified

:

:

FARCOUEMCY OF |'4 W CriuEl PER IRCOMD

(=T oo
maEotscy 0F Fy % CICLES PR SICORD

Figure 1. Overlap vowel formants from the Peter&darney study (1952: 182)

Speaker variability poses a problem for phonebesause if there is so great variety among
speakers of a language, it is hard to explain hoatsstract representation is able to cope with
this variability. Johnson’s paper Speech Normalirain Speech Perception (2005) makes a
collection of the different accounts that have bermposed to solve this problem.

There seem to be many factors of influence todkaetification of vowels. Listeners seem to
rely on FO values, relative formant values, gestofethe mouth, relative formant frequencies,
vowel length, context, talker voice normalizatitedker vocal tract normalization, gender
differences, voice as well as face familiarityginency and memory. Al these factors are
highly abstract features of the speech signalscandot be observed consciously by listeners.
However, listeners can shift there attention téedént aspects of speakers and sounds, when
they are assigned to do so (Johnson 2005, 3 andt seems that there are almost unlimited
possibilities of in speech comprehension. ET pdisaisif listeners can actually cope with so
many different aspects of the speech signal, tisldvmean that the abstract knowledge must
be very elaborate. The abstract knowledge miglsiobextensive that it would make linguistic
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processing too complex. ET thus poses that abstraistactually less efficient than literal
storage. (Johnson 2005: 147)

ET proposes to store every exemplar of a soundyakath its meaning. In this way a great
corpus develops with language experience. Thisusoepists of pieces of language along
with linguistic information, such as meaning, formhaalues and non-linguistic information,
such as frequency and identity and gender of tealsgy. ET suggests that information

that can be of help for evaluating new data isest@ong with every exemplar (Johnson1997:
149).

The main argument for the storage of such enormaastity of data is mainly the fact that it
seems to be possible. Conezio & Haber (As citelbhmson 1997: 147) found that thousands
of previously seen pictures were remembered withiiacy and over a long period. In the
Conezio & Haber experiment pictures were showrhitlmieen between three and seven years
old, which turned out to be remembered in a setestihg as an adult (as described in
Hofman & Dick 1976: 794). Also Goldinger (1997: 36und that implicit memory for words
is strong and long-lasting.

If it seems possible to store so much informatibis would make the storage of abstractions
redundant. ET suggests a linguistic processing areésin that efficiently makes use of
concrete linguistic data instead of abstract repridions of this data. ET poses that non-
analytical processing is a more efficient mannedesling with already stored data than using

complex abstract representations.

2.1.2 Ambiguity
Syntax seems to deal with a similar problem. Indineent computational language
processing systems, the problem of ambiguity ariBleis ambiguity problem refers to the
fact that computational grammars that process etd#sis of abstract grammatical knowledge
come up with too many interpretations (Scha 1990: 5
A highly simplified example will be given. A com@iional grammar that is based on the

Chomskyan paradigm may consist of the followingriemg rules.

S=NP +VP
S=VP+VP
NP =N

VP =V +NP
NP = Det+N
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VP = VP + PP

VP = VP + ProP

ProP= Pro + Adj

VP =V

PP = Prep + NP

N = John, apple, school
V = eats, going, makes

Det= an
Prep=to
Pro = me
Adj = tired

A grammar like this would be able to parse a sargdike:
(1) John eats an apple
(2) Going to school makes me tired

The parsings would look as follows

(1)

/N
John / \ "

Vv

Eats / \
t N

De
An apple

22



) S

ST

VP VP
RN N
Vv PP 3 ProP
Going /" N\ | RN
Prep NP \% Pro Adj
To | Makes me tired
N
School

These two sentences cover a rather small paredttiglish highly complex grammar.
However, it turns out that as soon as a grammagrsav non-trivial part of grammar, there
are too many possible analyses for every sentaataally many more than a human
language user would ever make. Rens Bod, who has mhoich research and implementation
on the DOP model, mentions that for an averageseeatof nine words computational
grammars, like the above, often make hundredstefpretations that a human language user
apparently would never make (Scha 1990: 5, Bod 1852).

When looking at the generative grammar aboveatssly conceivable that the problem lies
especially in the fact that even for this trivishognmar there are already three different VP’s
possible. The high variability of constituents ntayise for too many different parsings.
Summarizing, it turns out that, when computing laage, there is much more ambiguity in

superficially simple sentences than expected.

If there is so much ambiguity, the rule-based apghhaappears highly inefficient, since next
to the grammatical rules, a second mechanism ignegtjto choose the correct interpretation
from all the possible interpretations that theagegrammatical rules has generated.

Human language users do not make so many intetipretan the first place; they seem to
make use of non-grammatical factors such as cotdexike the right interpretation (Scha
1990: 5).
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Scha (1990: 7) proposes the exact same soluti&T ashus, he suggests that every analyzed
sentence is stored along with its interpretatioth fa@quency. The database that develops will
thus contain parsed sentences.

For the parsing of new sentences, there are a nushbgtions.

Is the sentence stored in the exact same fornparsng is easy: the same analysis will be
chosen as for the stored sentence.

If the sentence is very different of every otharteace that is stored, many different chunks
of other sentences that are similar are retrieV@agawith their frequency and this is expected

to lead to the correct analysis of this senteneeire (Scha 1990: 9).

To make this idea a bit more clear. Chomsky’s #djcexample from Chapter 1, may come
to use.

A parsing, or in this case an utterance is needed €ertain sentence, in this case I
go]+PAST.

The ideal situation would be that an exact copthefsentence with this analysis is found.
Unfortunately this is not the case. The language will thus collect as many sentences with
similar features. In the case of [| go]+PAST ieipected that the following two exemplars
may provide the needed information.

| go [l go]

| walk [l walk]

| walked [l walk]+PAST

Given this data, the most logical option for [| §BJAST would be: ‘I goed'.

It is interesting to see that the DOP and the E@ehthus reject the relevance of Orwell’s
problem for language acquisition, which Chomskysd@gard as relevant. Orwell’s problem
stands for the human inability to induce logicallyET and DOP the human brain is

expected to be able to make logical deliberatiatimit unconsciously.
The DOP approach solves the problem of ambiguifplé®vs. In the case of ambiguity the

option with the highest probability will be chosér the setting of probability values, DOP

expects it to be most efficient when the systenamdgcontext and frequency of perception
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(Scha 1990: 10). DOP thus rejects the AUTOSYN hypsis which states that grammar is

independent of frequency.

Summarizing, the DOP mechanism analyzes new datadays of matching with stored
exemplars. If that leads to ambiguity, the analisishosen that matches most with the

context or the general frequency values of theestdiata.

2.2 Competence is performance
The exemplar approach rejects the AUTOKNOW assumpthe assumption that linguistic
knowledge is autonomous of linguistic use. ET af@Pregard the language competence as a
collection of a person’s linguistic experience. Theories assume that a language user stores
and has access to his complete linguistic expegigdohnson 1997: 145, Scha 1990: 10)

In ET and in DOP it is expected that along witlstboncrete language data, semantic and
syntactic analysis and context and frequency in&ion are stored as well. According to the
two theories this is the way to solve ambiguity apdaker variability. ET and DOP believe
that the storage of concrete data will be of bétedp to solve ambiguity than computation
with abstract rules. The concrete data will provadeonline analysis, and in case of ambiguity

context or probability values may provide for autiain.

Language, in both of these theories, is thus rern ss a system of abstract rules, but an
agglomeration of concrete language data. Howekertiteories do not reject the existence of
grammatical rules, but do not regard them as covgtytreal (Scha 1990: 16). This should be
seen as follows; it can of course not be deniettttgae are grammatical rules, since they are
taught in schools as well as to L2 learners. Amgda of a grammatical rule is that the
English past is formed by adding —ed to the steth@erb. In ET and DOP however, it is
believed that there is no added value for a languesgr to represent these rules cognitively;
the concrete data are believed to speak for thewsel

Scha even mentions the possibility that there ione grammar in a language but a diversity
of grammars: “It is very well possible that thedaage system is a non-deterministic
conglomerate of incompatible but overlapping "ssbsms".” (Scha 1990: 14). Here DOP
stands in straight opposition to GG, who regardguage as a self-contained system that is

deterministic and analogous.
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The corpus that constitutes the linguistic compegas very elaborate. Johnson himself
(1997: 152) claims that the weakest part of EThatwhe calls the ‘head filling-up problem’
However no opponents of ET are found that arguealtarpus as suggested in ET and DOP

is too extensive to be efficient for the human nmimdleal with.

Pisoni, a phonetician who has done research omlgifms that the great variety of the
stimulus is actually a means of interpretation.tlitahe argues that the more instances of the
speech of different speakers are stored in theusptpe easier it will become for a listener to
correctly identify a new signal (Pisoni, 1997: 10).

Pisoni (1997: 9) also brings into debate that éivermost sophisticated state-of-the-art
speech recognition systems cannot compete aghmsfficiency in which a human listener
can adapt to different speakers, rates, stylebaokiground noises. The fact that there seems
to be evidence for a large amount of stored knogdeaf different speakers, is seen as
evidence that storing is the actual device to npakeessing faster instead of slower (Pisoni,
1997: 11).

So, if the extensiveness of the database does aice the processing slower, but actually
faster, according to ET, the question remains Hosvdpeed is expected to come about.
However, it remains rather unclear what exactlyatahitecture of this database as proposed
by ET and DOP would be.

Unclear as they may be, the non analytical approathe two exemplar-based theories could
be interpreted as non-linguistic theories, bec#lusastorage and retrieval of information is
not necessarily a linguistic process. If linguigirocessing is a matter of matching stored
items, it seems that learning how to speak, legmihat is the meaning of the word yellow
and learning how to ride a bike might be ratheilsinprocesses. The learning of language in
ET and DOP is like any other human learning tagkiathus not domain specific but domain
general. Scha (1992: 7) states the following ablust “[ the learning of language] is thus not
a capacity to learn or apply a grammar -- it isdhpacity to project structure onto new input
or output, and to allow past experiences to pldgasive role in this process. To what extent
this language processing capacity differs from iotlognitive/perceptive capabilities is an

empirical question that we do not know much about.”

Unfortunately ET as well as DOP remains uncleauabte consequences of their proposal

for linguistic theory. DOP however, is a little Initore extensive on theoretical consequences.
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Interestingly enough, DOP does not reject the apitomAUTOGRAM, which states that
linguistic processing is independent of other cbgaicapacities. DOP does assume a
language faculty (Scha 1990: 16). The storing @edge that Scha expects to be the
linguistic competence is done by the language facHlowever, Scha makes no statement as
to whether this LF is innate to the human brain.shoh claim is made or rejected by ET
either.

Scha does explicitly mention that it is the matghahgorithm that is the main language
capacity of the human brain (Scha 1992: 10) Thismortant, especially since it gives some
insight in the proposed design of the Language IBafiLF) that is assumed in DOP. ltis
thus not the storing but the matching that is tlaénnask of the linguistic capacities of the
human brain. If the DOP system required a langdiagdty that stores every sentence, the
argument of increased efficiency would not holdvdtuld only imply extra storage; every
sentence would need to be stored in the linguéstievell as the non-linguistic memory. When
the LF is only the matching device that is ablaéaadle data from a more general memory, it
would indeed be a solution for the seemingly gegabunt of stored data, as is suggested by
studies such as Conezio & Haber (1970).

2.3 Language acquisition as a continuum
The most attractive consequence of the exempladoggproach is perhaps the simplicity of
language acquisition. In a system where the onlyistic processing is the matching of new

sentences with old ones, acquisition means onhageo

Following the principle of Occam’s razor, ET and B/® proposal seems much more
plausible than Chomsky’s for a number of reasomstly the method of language processing
proposed by exemplar-based theories seems lesdicata@, because the stored data are
concrete language data instances instead of atstraategories. The computation of
linguistic data is thus based on concrete instéadbstract knowledge.

Secondly, the acquisition process in ET and DOPbeaseen as simpler than GG’s proposal
because it requires only the storage of these etedata. That is, there is no need for the
complex enterprise of setting parameters and fodisstractions in the available data.
However, it could also be argued that the entezpyfstoring may be more laborious than the
process of abstracting. It may actually be thatrabg8on is only a means of making storing

more efficient. This idea will be more extensivdigcussed in chapter 5.
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Scha (1990: 16) mentions an interesting problene#oly language acquisition: how does the
parsing mechanism work when there is no corpusAmetitmportant inference that DOP
makes is that the processing of language is depéodehe content of the corpus. This
brings about a paradox for the earliest stagengliistic experience; if every language
exemplar is stored along with its analysis, hothesfirst analysis made?

Scha (1990: 16) suggests that for syntactic bagiptng, the earliest stages will be highly
semantic and pragmatic of nature. Gestures thanhmamake as well as frequent repetition of
sentences like “Eat cookie” and “Eat banana”, mlghtl the infant to invent, by means of
meaning and pragmatics, what the meaning of thesdsamight be. In the first analyses the
child is thus not abstracting syntax but meaning.

According to Scha this idea accounts for the faat early language users are not able to
make grammaticality judgments, whereas languages ugth more experience do. (Scha
1990: 16)

Scha’s idea seems to be supported by researchTioomasello (2000, 2001), who formulated
the “Verb-Island Hypothesis”, which is similar tal#’s idea of early language acquisition.
The Verb-Island Hypothesis claims “that childrezesly language is organized and structured
totally around individual verbs and other predicatierms; that is, the 2-year-old child's
syntactic competence is comprised totally of vgybesfic constructions with open nominal
slots.” (Tomasello 2000: 213-214) In longitudinalwell as corpus-based investigation of a
number of children’s language acquisition, TomasgD00, 2001) found evidence for this
Verb-Island Hypothesis, which also suggests Sdlda's that the first analyses are dependent

on meaning and not of syntax.

For the sake of the discussion in this study, iligortant to mention here that DOP and ET
both do not assume any innate linguistic knowletgéjnstead regard language as learnable.
The only thing that they might assume innate, aigfhonot stated explicitly, is a general
willingness of the human mind to categorize. Saretilates the following innate principles:
“It is thus not a capacity to learn or apply a gnaan -- it is the capacity to project structure
onto new input or output, and to allow past experés to play a decisive role in this

process.” (Scha 1992: 60).

However, in an exemplar based language facultyetiseno real acquisition of language.
There is actually a continuous acquisition of laaggt Every incoming sentence influences

and thus changes the linguistic knowledge of threaker.

28



However, because the corpus is smaller in eadieguage use, relatively more change in
production is expected over time. The increaseoafmexity of language production is in
straight correlation with this language user’s lirsgic experience (Scha 1990: 16). Yet there
is no real steady state of language, as Chomslsyipres. The steady-state hypothesis of GG
expects that the acquisition of language can lsl{yreat a certain time. This idea is rejected
by ET and DOP, who regard the knowledge of languadiee human mind as a changeable
database of concrete language instances.

Thus, in exemplar-based models, the processingngiulage is viewed as a continuous
process of change. Given that all incoming datsdased, one’s knowledge of language is
subject to continuous change (Scha 1990: 14).

In later stages of language use, however, the émyof a given exemplar is not likely to
change as drastically as it does in earlier stafjsguage use. In a larger corpus it will be
more difficult to influence probability values. Withe growing of the corpus the possibility
of drastic changes decreases, this is compatiltketive observation that older people tend to
speak in a more ‘old fashioned’ manner. In poss#iginty years of linguistic experience,
their corpus exists of such large amounts of exarsphat the utterances that they perceive in
their present environment will not have much infloe on their knowledge of language and

thus their production anymore.

About second language acquisition not much cardded In the ET and DOP models, a
second language is expected to be learnt slowauukedhere is already a corpus available of
a first language. This L1 corpus analyses incordiig and thus makes acquisition of a
second language a slower and more demanding prii@asshe learning of a first language.
Still, the exemplar theories expect that after gfoexposure also the second language will be

acquired by means of storage.
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2.4 Summary and discussion
In this chapter it was discussed that there aiewserlternative approaches to GG. DOP and
ET reject Chomsky's AUTOKNOW hypothesis. They da regard language performance as
being separate from language competence, but tiveseoncepts are seen to refer to the
same thing. This is because, within ET and DOPrsgmés entire linguistic experience is
stored, and this storage knowledge is used anadistwhen processing new and old language

items.

ET and DOP also reject the idea of abstract knogdeaf grammatical rules, as is assumed by
Chomsky. Both phonology and syntax meet a problémnaonly using abstract rules as a
manner of processing. The phonetic problem of tatkeability is the problem that, when
using only abstract phonological rules, it is hi@r@éxplain how the great variety of speakers
can be understood. The syntactic problem of amtyigsiates that it is impossible, at least for
a computational grammar, to make the right syntastalysis when only making use of
syntactic rules. ET and DOP take these two problesmsvidence that concrete language data

must be stored instead of an abstract version of it

On the one hand this approach gives an interesi@vg on language acquisition. Firstly,

these two examples of exemplar-based theoriesddgiaguage as learnable, as opposed to
Chomsky, who considers language to be innate thdhgan mind. Secondly, if language
acquisition is ‘only’ the storing of concrete larage data, this seems much simpler because
there is no need for abstraction, which is congider complex matter. And thus, this
approach is much more of a plausible process thmadquisition of language as proposed by

Chomsky, which involves a lot of computational effand inborn principles and parameter.

On the other hand there is the ‘head filling-uphbean’. This problem refers to the fact that

an enormous amount of memory as well as a astogishefficient retrieval mechanism is
required for the ET and DOP approaches. Althoughiwthe ET paradigm much research is
done in order to show that much data is actuatlest in the human brain, this is not
convincing. Common sense thinking leads to douatdatabase consisting of a person’s
complete linguistic experience would be an effitigystem for the human mind to handle.
Every person knows that it is not a realistic dehat everything that is encountered in life is
actually stored. It seems that many things arefalgmwtten. ET and DOP do not seem to have

clear solutions for this, although they do suggiest when stored data become older they can

30



be replaced by new data. Still this seems onlyragéa solution as it seems that also from
the events that people encounter everyday, noytaeg seems to be stored.

A second problem that arises in the ET/DOP appraattiat there actually seem to be
categories. People do seem to have some abst@agtddye of language that they can
consciously address. When asking a person whatiaispthis person will probably give a
prototypical description that contains matters:lg&@mething that is tangible or something
that can be preceded by the word ‘the’.

In the following Chapter the L2LP model is discukteat leaves room for abstract as well as

exemplar processing.
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Chapter 3.
Second L anguage Linguistic Perception (Paola Escuder o 2005)

3.0 Introduction
The theory of Second Language Linguistic Percegi@hP) (Escudero 2005) explains
phonetic processing and acquisition. This moddersved from the Linguistic Perception
(LP) model is the name of a model that combineg®oa (1998, as cited in Escudero 2005:
41), Escudero & Boersma 2003 and Boersma, Escuatetdlayes 2003 The LP model
makes the difference between linguistic and nogtlistic perception explicit.
The distinction between linguistic and non-lingisishowledge implies abstract knowledge,
since it suggests that there is a linguistic systeahmaps the speech signal to abstract
categories. The LP model does not reject the pilisihat there are abstract representations
for non-linguistic categories but it expects theyt are different in representation than
linguistic categories. Examples of non-linguistiopetic categories may be ‘octaves’ or
‘loud’, while linguistic categories are meaningaléments for language, such as the phonetic
category /high/ or the syntactic category /nourn/ddso more abstract categories such as

vowel and consonant.

The L2LP model is especially interesting for thecdission in this study for a number of
reasons. In the first place, it assumes language tearnable instead of innate, as was
suggested by ET and DOP. However, and in contiadigtith these theories, the L2LP

model does assume abstract grammatical represergdti be an important component of
adult linguistic processing. The model thus depiaoisi Chomsky's innateness hypothesis
and also from ET and DOP’s storage assumption.

Despite the existence of abstract representatidth&wits proposal, the L2LP model does
assume a role for exemplar learning in languageisitipn. That is, within this model the
process of sound acquisition is two-folded. Infils stage, language learning is an exemplar
based process, while in the second the acquisifignammar is based on abstract knowledge.
Thus, within the L2LP model exemplars are seenragans to acquire the abstract
knowledge that is needed to process language adalt-like manner.

Another interesting component of the L2LP modeha it assumes quite a strong integration
of the acquisition and the adult processing of leagge. The diversity of constraints that are
found in the human language mechanism, as progmnstte L2LP model, are seen as a result
of the acquisition process. Different phases inatguisition process refer to different

constraints that are used in linguistic procesdimgexample, in the earliest phase there are
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only exemplar like constraints that consist of ealof the sounds in the environment, while
later in the acquisition process more abstracttcaimss appear that refer to vowels in the
vowel system. This will be further explained below.

In a certain way it can be thus argued that theR_giodel is an intermediate approach
between the GG and the ET/DOP models. This is lsecaun the one hand, there is a place
for exemplar processing, while, on the other, the@dso room for abstract processing. In the

following paragraphs the L2LP model will be preseht

3.1 The adult comprehension system
The Linguistic Perception (LP) model, on which ti# P is based, assumes that in there is a
linguistic grammar that underlies speech percep#animportant argument for the linguistic
nature of this grammar is that ‘the mapping ofgpeech signal has a systematic and
language specific nature’ (Escudero, 2005: 42)r&ua (1998, as cited in Escudero 2005:
42) proposes that a model for adult speech compsabre which consists of three
representational levels. Firstly, the auditory iapuhich is interpreted by thesgreption
grammar. Secondly, this perceptual input, which is intetpd by theecognition grammar, is

mapped to the third level, namely, the lexical espntations.

What is interesting about this theory is that guaees the processing of auditory, phonetic
input before the processing of perceptual phonoldgnput. In other words, speech
perception is assumed to be completely bottom-ughowt the interference of the lexicon.
This is not the case in theories such as DOP ande€d@use they assume that the stored
knowledge will be of influence to the interpretatiprocess. In other words, in exemplar-
driven language processing, the system will prieféind an exact copy of the incoming input
in the memory. In such theories there is thus edtmpn interference of the lexicon assumed
(Scha 1990: 10).

The three levels of the LP model in the adult lisga competence are seen as follows. A
perception grammar interprets the incoming sigea phonetic string. For this interpretation
four types of constraints are needed, which hafferdnt levels of abstractions from rather
concrete exemplar-like constraints to highly alistcanstraints that refer to categories. These
four types are a result of the acquisition proasswill thus be described in § 3.2 in which

the acquisition process is discussed.
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The output of the perception grammar serves ad fopthe recognition grammar that maps
the phonetic strings to underlying representation.

The recognition grammar maps abstract phonologai@gories to lexical representations or
underlying forms. In the recognition grammar thevebsystem of a language is found. These
perceptual representations are highly diverse anteorguages. They are different in the
amount of vowels that are represented in it, bey tdso show variation in how many
acoustic dimensions are represented.

In the lexicon all meaningful items are stored #&t required for linguistic processing.

3.1.1 Exemplars or abstractions?
In the ET/DOP approach exemplars and abstractiompresented as if they are a dichotomy.
The L2LP model shows that there is a more subtiddydoetween the two. It could even be
argued that it appears that there is a continuom fxemplar to abstraction.
The units of processing that are proposed in tHéPLidodel are not literally exemplars and at
the same time not exactly abstractions eithergtmstraints in this model mediate between
these two notions.
In the earliest phase of acquisition, when the dingensional auditory-to-auditory constraints
are used, the constraints that are assumed by2ihie¢ model are the most similar to
exemplars as proposed in ET. Still, because thedsoare represented by concrete values of
the sound, there is some level of abstraction.
ET and DOP suggest that there is no abstractiatl. &ven though the ET/DOP approach
does assume thakong with the linguistic unit that is stored relevantarmation such as
meaning and analysis is stored as well, the liwahd is stored. In the ET/DOP model it is
thus expected that the sound is stored alongailliits acoustic values. The L2LP model,
however, expects that there is already an abstrgati that the values of the signals are
stored instead of the literal signal.
Still the storage of concrete values, as is propdsel2LP, comes much closer to an
exemplar than to an abstraction. However, the meganodel clearly shows the theoretical
complication that there is not a strict border dfavis an exemplar or an abstraction. Models
that use abstractions as units for linguistic pssoeg are generally quite elaborate on how
they conceive such abstractions. In an ideal stnahodels that make use of exemplars
should also define as precisely as possible wiggtitiiean by an exemplar. This is not
explicitly done in ET and DOP.
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3.2 Acquisition of L1
As the interpretation of language is assumed ta bettom-up process, also the acquisition of
language is assumed to take place in a bottom-uymenan the L2LP model. In other words,
it is acquired without any inborn knowledge of laage (Escudero 2005: 43). This
learnability is also expected in models such aa&d DOP. However there is a great
difference between these two approaches, becaedth model does assume abstractions
to play a role in linguistic processing, while EAdaDOP do not. In this paragraph it will be
presented how the L2LP model expects abstract leuiyel to come about without the use of

innate knowledge.

3.2.1 Exemplars as a means of acquiring abstrasleage
According to the L2LP model, language is learnabteknowledge of sound categories is
assumed to be present at birth (Escudero, 2005ar@6jhe acquisition of language is
expected to develop from the interaction with theinment. However the L2LP model
(Escudero, Boersma & Hayes 2003:1013) does asdwmartate capacity to categorize.

This acquisition mechanism is instantiated by thad@al Learning Algorithm (GLA). The
GLA is believed to be a general learning devicé ihanate in the human mind and that tries
to categorise different kinds of input (Escuder02068). Escudero explicitly mentions that
the GLA is a general learning algorithm of the hamand, and is thus also available for
non-linguistic learning (Escudero 2005: 112). Aghlearning mechanism is also assumed
in ET and DOP.

Regarding L1 acquisition, the GLA is responsibletfee acquisition of every linguistic
domain, such as phonetics, phonology, morphosyettaxThe GLA is thus responsible for
every learning task in life and thus also for thenplete acquisition of L1 and, as will be

discussed later, also for L2 acquisition.

This capacity is expected to come about by stasiemplars. Exemplars are stored by means
of the formation of constraints of the kind putviard within Optimality Theory (Archangeli,
1997: 1 and on). The following three constraiaiwifies are expected to play a role in
acquisition according to the L2LP model (Escud€i03 44).
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PERCEIVE - perceive the incoming signal
*CATEG - do not categorise the incoming signal
*WARP — do not change the identity of what you hear

The PERCEIVE constraint family makes sure thatinifent starts perceiving at all. This is
undoubtedly necessary to start a process of lamgaeguisition. The second constraint
family, *CATEGORIZE refers to all the values thaeaerceived so that classification can
take place; e.g. in the case of phonetic acquisititese constraints refer to formant values, or
any other phonetic property, such as duration @eno

The proposal assumes that early language acquisitioni-dimensional because it is claimed
that for every sound that a child perceives, a PERE and a separate *CATEG constraint

is formed, for every value of every phonetic prapef such sound (Escudero, 2005: 67). It is
thus proposed that in the earliest phase of L1iaitiun, a great number of these constraints
are added to the infant grammar because, for emeoyning sound, different constraints refer
to a concrete auditory value along the dimensiaitis which speech sounds are produced.

The ranking of the constraints in the percepticangnar is in accordance with the Optimal
Perception Hypothesis (Escudero 2006: 52). Thiothgsis assumes that listeners minimize
the possibility of misunderstanding the intentidthee speaker, by ranking the constraints
that are present in the grammar by probabilitysTanking according to probability plays an

important role in acquisition but also in later peg of linguistic experience.

However in this stage the constraints are one-démeal as there is only one dimension that
is represented by each constraint.

It is important to note that adult listeners seerndmbine many acoustic dimensions when
processing the speech signal, e.g. F1, F2 andidaiiais thus important to show that the
model can account for the development which alltawshe integration of multiple auditory
dimensions in the perception of sounds, which @oliserved in adult listeners (Escudero
2005: 48). The LP model proposes a gradual increasemplexity of the constraints during

language acquisition. This process will be descritelow.

The interaction of the three constraint familideng with the GLA and the willingness of the
infant to perceive optimally (Optimal Perceptiongdyhesis) eventually leads to the

formation of auditory categories (Escudero 2005: 88 was mentioned above, it is believed
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that during acquisition there is an increase ofrabson and an integration of the acoustic
dimensions. This increase correlates with diffepgdrdses of acquisition. In addition, it leads
to the four different types of constraints that assumed to be present in the perception

grammar. This is seen as follows.

In the earliest stage of L1 acquisition the leagnsdriven by distributional frequency. As
was mentioned above, the first constraints in tifignit perception grammar are one
dimensional auditory-to-auditory constraints. Omaahsional means that a constraint
contains only one acoustic dimension. Auditory-gugimeans that the constraint is very
close to the auditory signal; in other words, th&ist of concrete values. Auditory-to-
auditory constraints are thus the least abstratb$constraints (Escudero 2005: 44). The
Optimal Perception Hypothesis predicts that oneedisional constraints are stored in the
grammar and are ranked according to frequency.|€ads to the groupings of constraints
with frequent occurrence, which is the first stegategorization. In the L2LP model this is

calleddistributional learning.

Escudero (2005: 71) mentions a number of sciergimeriments in which evidence was
found that children as young as six months areitpemso frequency effects, such as Maye,
Werker & Gerken (2002: 9) and also the work of K(I891, as cited in Escudero 2005: 71).
In this study, it was found that very young infaabeady start changing perception in the
direction of the language that they are acquirirtgs indicates that it is likely that the earliest
acquisition, which takes place before there isxect®, is mainly a frequency-driven
mechanism that is based on exemplar learning (EEsoD05:71). However, in order to
develop into more abstract constraint familiesrghe need for more than frequency of

distribution.

Once these distributional categories are formezl|ahguage learning child is expected to
give them labels. This leads to the second typmoétraints, namely the auditory-to-feature
constraints. These constraints are still one-dinoaas$, but the level of abstraction increases.
While in the auditory-to-auditory phase the coristeawere concrete values of sounds, the
auditory-to-feature constraints show a systemeb$of a duration value of 120 ms, the
feature ‘not /long/’ can be found on a constralifite concrete values from the auditory-to-
auditory constraints have been further abstracedfeature, such as /high/ or not/high/,
[front/ or not/front/ or long and not/long/ (Escud005: 46).
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As soon as this type of constraint is stored inlélkecon, the lexicon can influence the
acquisition process (Boersma, Escudero & Hayes:2I%). When an infant perception
system contains abstract categories, initially dmeensional, such as /high/, /long/, etc, he
will no longer rely on probabilities, but will thp figure out what is meant by the speaker

(Escudero 2005: 70). This type of learning is ahllexicon- driven learning.

When form-meaning pairs are stored in the lexitoa,GLA will try to accomplish optimal
perception (Escudero 2005: 75), by lexical as agltlistributional processing. The
constraints are ranked and re-ranked until optpeateption is (roughly) reached. However,
in order to come to adult-like perception, the gatees need to become multi-dimensional
instead of one-dimensional. It is assumed in thieR_&hodel that once the one-dimensional
categories are stored, other features can be tat@account in order to economize the

perception. This leads to the third phase andtiné type of constraints.

In the third phase in acquisition a new type ofstcaint appears, namely the
multidimensional auditory-to-feature constraintisTbonstraint type has integrated different
acoustic values. This constraint is able to combaeedifferent features in one constraint. So
more than recognizing that a certain value carobg br not-long it can recognize that a
sound can be high and non-high and at the samddimyeand not-long. Compared to the
one-dimensional constraint, this type is not mdrstract, but it is more complex (Escudero
2005: 47).

The last type of constraint, which also referd® ¢nd stage in the development of the
perception grammar, exists of multidimensional targlito-segment constraints. These
constraints are responsible for the perceptual mgdpom auditory input to abstract
segments. The multidimensional auditory-to-segngenstraints are one step further than the
previous type of constraints in that they haveudeld phonetic segments. So instead of
recognizing that a certain auditory signal can he¥d and a F2 value, it recognizes that
certain combinations of F1, F2 and duration valeed to fixed interpretations. These
constraints thus map auditory input to a fixed vo{iscudero 2005:48).

The L2LP model assumes that these abstractionseaed for purposes of economical
lexical storage (Escudero 2006: 51). The econoayyih the fact that the last type of
constraints enables the integration of multipleitang dimensions in the categorization of

sounds as well as the optimal placement of catelgomyndaries. The approach of the L2LP
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model may thus be seen as a solution for the héadHup-problem as was seen in the
ET/DOP approach.

The L2LP model shows very clearly how complex liilstja abstractions can be acquired
from the speech of the environment by means oagtof exemplars. By storing the
exemplars and inducing abstract information foresthexemplars and a gradual increase of
the complexity of this abstract information it Isosvn that language might be learnable and

not innate as is assumed by GG.

What is problematic about this model is that itse¢o have no clear solution for the problem
of speaker variability. If sound categories arecdasn abstract but absolute categories, it is
hard to explain how the voices of children are sagiy perceived just as effortless as adult

men and women voices, although they may have viigreht formant values.

3.3 L2 acquisition
The proposed model for the acquisition of an L2xha number of similarities to the one put
forward to explain L1 acquisition.
As for L1 learning, the L2 learner is expected &vdino knowledge of the language that is
being acquired. There is no innate knowledge aingnar assumed in the L2LP model.
However, as a consequence of the above mentionéshtding, there is the optimally
perceiving grammar of the L1 that is continuousierpreting incoming data (Escudero 2005:
89).
However, until today, there is no instance knowh bt and L2’s that share the same
grammar; every language of the world has a diffegemmmar than every other language of
the world. The L2 learner, however, cannot stopLAigrammar from working. The
continuous interpretation of the L2 data by thegtAmmar is thus no advantage for the L2
learner. Consequently, it is the task of the L2rleato bridge the gap between L1 and L2.
Escudero (2005: 89) emphasises the importancesofibeng the differences between the L1

and the target L2 in order to predict what thaahitate of the L2 learner will be.

The L2LP model predicts that the initial state wéry L2 learner is represented by an absence
of any knowledge of the target L2. This state ifedacross-language perception (Escudero
2005: 98) and is seen as the onset of all L2 lagrriihis means that the first stage in the

learning of the target L2 is under strong influen€¢he linguistic knowledge of the L1.

39



Specifically, it is proposed that the learner’sdiitomatically analyzes all incoming L2

signals.

3.3.1 Full Copying
The L2LP model assumes that the starting poinL&learning is the copying of the grammar
of the L1. Later, the constraints of the L1 carrdeanked in an effort to achieve optimal
perception of the target L2. In the L2LP modelstassumption is called the hypothesis of
Full Copying (Escudero 2005: 100). This full copgyiamccounts for the fact that most language
users use the categories of their L1 when stattingarn a new language.
If the constraints of the L1 can reach optimal pption of the L2 only by re-ranking, then the
above described process contains the main panedi2 acquisition. In that case, the learning

of a L2 is simply the re-ranking of the constraithiat were already present in the L1.

But if the situation occurs that the target L2 udiéierent acoustic dimensions of processing
than the L1, a second process is required. Escdéfb: 102) provides the following
example: For a Spanish learner of the English vaysiem, it will be necessary to construct
constraints for vowel duration. For the categoraabf the Spanish vowel system, which
consists only five vowels, only F1 and F2 valuesrsgeded. In the English vowel system,
which consists of many more vowels than the Spasystem, also duration plays a role.
Thus, for this learner vowel duration is a non-jpoasly-categorized phonetic feature
(Escudero 2005: 102) that he will have to acquinend) L2 acquisition, including the
constraints that refer to it.

The task of the L2 learner is thus similar to @wektof L1 learners. In case of the L1 speaker
Spanish who is acquiring English, the L2 learndl ave to learn a new category. In order to
do this, he will go through the same stages thatlalearner goes through. First he will learn
distributional categories of the new category. Bpanish L2 learner of English will thus
store many duration values and rank them by frequeBubsequently he will store a /long/
and not/long label in the lexicon. From this momieawill integrate the duration values into

the existing constraints by lexicon-driven learning

According to the L2LP model, the L2 learner actyalhs two tasks while acquiring the target
L2. The first task refers to the re-ranking of doaimts from the L1, while the second task

refers to the creating of new constraints, if nategories are needed.
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In a case of new categories, Escudero (2005: I0phasizes that the L2LP model assumes
that ‘two types of cross-language differencesatqgay, namely perceptual and
representational differences, and that these rasdlfferent learning tasks’ (Escudero 2005:
105). In other words, the re-ranking as well as oategory forming implies not only that the
L2 learner will have to learn to perceive new sayrult also that he will have to change the
existing boundaries of the sounds that were alr&adyn to him. The borders between /e/
and /a/, which may superficially seem rather ursakcategories, can be very different in
different languages (Pierrehumbert, 2003: 116 ar)dThus, in an initial state of L2 learning,
the perception will thus be non-optimal (Escuded62 109), which can lead to homophony
for two phonemes in the L2 that are allophonesis learner’'s L1.

3.3.2 The role of the GLA in L2 acquisition
The changing and the creating of new categorieseen as follows. As was often suggested
by scientific research (White 2003: 7 and on),dbeuisition of L2 shows a lot of similarities
with the acquisition of L1. Also in the L2LP models assumed that the same mechanisms
that enable the human brain to acquire an L1 aadadle, if necessary, for L2 acquisition.
Within the L2LP model, this means that the Gradugrning Algorithm (GLA) remains
available for L2 learning.

For the acquisition of non-previously categorizedtfires, such as duration for learners whose
L1 does not have vowel duration categories, théehther is assumed to use the GLA for
distributionally-based acquisition of new categsri€hat is, in the same way as in L1
acquisition, a new category is formed by formingwnaonstraints by distributional learning.

In addition, these newly created constraints at@amn&ed in order to accomplish optimal
perception through the same mechanism used irettend stage of L1 learning, namely

lexicon-driven learning.

3.3.3 End state
For L2 acquisition it is often questioned what ¢émel state of L2 learning is. A very common
phenomenon is what is known as fossilization, whefkrs to the fact that L2 acquisition can
stop improving at a level that is not optimal. TP model assumes that fossilization is not
universally the end-state of L2 acquisition becau&® learner is assumed to be able to reach

optimal perception of a target L2.
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The L2LP model thus rejects the ‘critical periogpbthesis’ as is accepted by GG, that claims
that post-puberty language learning will alwaysteis imperfect, or non-native-like
knowledge of the L2. (Escudero 2005: 115) On tiewohand the L2LP model also assumes
that the optimal learning of a L2 will not influema speaker’s knowledge of his or her L1.
(Escudero 2005: 116)

The L2LP model accounts for the great differendgvben L1 and L2 learning by the notion
of plasticity. That is, younger learners of a laage have higher plasticity. And therefore can
acquire a language seemingly quickly. However thglymake more mistakes. On the other
hand, older learners acquire language slowly becatiheir previous experience but make
much less mistakes that their young counterpagsy@ero 2005: 117). Furthermore, the
L2LP model hypothesizes that a L2 learner can reative-like status. For this to happen, it
is proposed that the learner needs to be exposethtge amount of rich input (Escudero
2005: 118). In addition, this kind of input is exped to outweigh the effects of the above
mentioned plasticity.

Finally, the model addresses the question of whilahappen to the two grammars that arose
from the ‘full copying’ process, if the L2 learnesin reach optimal perception in the target
L2? Some evidence has been put forward that sugytiestthere is no complete separation of
grammars for bilingual language users; in fact semperiments have indicated one single
perception grammar instead of two (as cited in Heom2005: 119). In the L2LP model it is
assumed that there is an activation continuum katwiee languages that a bilingual speaker
knows. Following Grosjean’s (2001, as cited in Ko 2005: 119) hypothesis of language
modes, the L2LP assumes a Language Mode ContinCiisihypothesis states that the
different languages of a bilingual speaker cannberé or less’ activated during language use.
On the extreme’s of the continuum only one languagetivated, in the middle of the
continuum the states in between these extremagjresented (Escudero 2005: 119).

As a consequence of the Full Copying hypothesid #hd> model thus assumes two separate
grammars for bilinguals. However, due to the Lamgguslode Continuum Hypothesis more

than one language can be activated at a time. s 2005: 120)
3.4 Summary and discussion

The L2LP model assumes L1 as well as L2 learnaléhe human brain without any inborn

principles. The L2LP model thus rejects the UG hilgpsis as well as the critical period
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hypothesis that is assumed in GG. In Chapter 4llibe discussed that the critical period
hypothesis can also be rejected without rejectiegdG hypothesis.

In the L2LP model, L1 and, if necessary, L2 acdusiare instantiated by the GLA, which is
a general learning algorithm for all types of leagpi.e. it is not exclusive for linguistic
acquisition. This idea of the existence of a gdreeaning mechanism which enables
language acquisition is shared by the ET and D@méworks. In addition, both the L2LP
and the ET/DOP approaches assume an importanfiorad&emplar learning in linguistic
acquisition.

As a consequence of the assumed non-linguisticenafithe GLA, the L2LP model partly
rejects the AUTOGRAM hypothesis which claims treatduage is completely independent of
other cognitive capacities. Partly, because theA_&lodel does assume a language faculty, as
is also implied by the AUTOGRAM hypothesis, but i@l P this assumption needs further
precision. The L2LP model may possibly not assumaéd language faculty is innate,
although it is not explicit about this matter, fildoes assume a separate processing for
linguistic and non-linguistic data, as is assumgdbTOGRAM.

Summarizing, AUTOGRAM is thus accepted and rejectée: L2LP model accepts that
there is separate processing for linguistic andlmguistic data; the L2LP rejects that there
is a linguistic learning mechanism, but assumessttigaacquisition of language is instantiated

by a general learning mechanism of the human mind.

The L2LP model departs from ET and DOP in thatliPleP model assumes that abstract
knowledge is an important element of linguisticqassing. In the L2LP model exemplars
play their most important role in linguistic acqtien. However, as a consequence of the
acquisition model there are still many concretengXar-like constraints present in the L2LP
model. Exemplar-like constraints are still an intpat unit of processing in the perception
grammar of an adult language user. The outputisfpdrception grammar consists of abstract
categories. The abstractions are in a way a prbiabclustering of constraints with an
exemplar nature. There is thus a combination o€ieia and abstract constraints in this
model; part of the constraints is concrete, siheg tefer to every possible value but at the

same time they also refer to finite abstract caiego

As for the GG framework, the L2LP model still posegroblem for linguistic change. The

L2LP model makes use of abstractions as well asipbas; and since there has been storage
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of exemplars in early linguistic experience anasithe distributions in the mechanism can
be influenced by probabilities, there is more opyaity for linguistic change to take place
than in GG. To be precise, during linguistic expece there can be re-ranking of constraints
in case of change in production in case of a chamffee input. However, since there is only
storing of exemplars in the earliest language astjom, there is no explanation for linguistic
change in the hypothetical case of units that wet@erceived during the earliest acquisition.
Consequently, if an example of linguistic changs s after the abstractions of a language
user are fixed, it would be impossible to acquiie thange. Intuitively it is the case that the
human linguistic system is more accessible for gbahan only the sounds that a person may
have stored during the earliest language acquisitio

The L2LP model remains implicit about the possipitif change of the knowledge of the L1.
However, its view on L2 learning suggests that@heé\ remains available throughout life.

This might give an answer to the observation thagraon’s knowledge of language is able to
change over time. In the first place, the rankihthe constraints is probabilistic in nature, so
a change in input could lead to a re-ranking ofst@ints. However, if the GLA stays active
during linguistic experience, this may be problem#dr the abstractions that are assumed in
the L2LP model. If it is the task of the GLA to teanew categories that occur in the linguistic
input, this would mean that for every new formmpbut, new exemplars are stored; this would
lead to a continuous change of the used abstractitowever, in the L2LP model, the multi-
dimensional auditory-to-segment constraints areetgal to be rather stable and not changing

continuously as is expected by ET and DOP.

As a consequence of the probabilistic nature ofdéin&ing of the constraints in the L2LP
model, this model thus rejects the AUTOKNOW hypsthdrom GG, which claims that
knowledge of language is independent of languagese L2LP model assumes a strong
correlation between language experience and kn@elefllanguage. Consequently, the
L2LP model rejects the AUTOSYN hypothesis thatrothat grammatical rules are

independent of frequency.

Most importantly, the L2LP model gives an intenegtviewpoint on the matter of the ‘head-
filling-up’ problem that was seen before in ET d»@P. In theories as such, a person’s
complete linguistic experience is stored, whichhsggery inefficient. The L2LP model
suggests a role for exemplars in the earliest adpn, in order to acquire abstract

knowledge. At the same time the model gives arresteng view on how the linguistic
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competence may make use of exemplar as well asaatish-based processing. This seems
an interesting viewpoint for the discussion in ttisdy, and will be more elaborately
addressed in the discussion in Chapter 5.
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Chapter 4.
Second L anguage Acquisition and Universal Grammar (Lydia White 1989).

4.0 Introduction
Lydia White (1989) is one of the pioneers in seclamfjuage (L2) research on Universal
Grammar (UG). This chapter will be devoted to tieoretical consequences of White’s
assumption which states that UG is available fotda2ning.
White’s assumption of the availability of UG for l@arning is especially interesting for the
current study because White rejects the ‘critielqal’ hypothesis, as do Exemplar Theory
(ET), Data-Oriented Parsing (DOP) and the Secomgjllage Linguistic Perception (L2LP)
model. As opposed to these three theories Whit@(12000, 2003) does not regard language
as learnable, but instead assumes that it is innate human brain as a Universal Grammar.
However, as opposed to Generative Grammar (GG)lebe not regard these innate
principles and parameters as only present for afiniag, but instead also for the acquisition
of an L2. In this chapter it will be pointed out isth arguments White uses to support these
assumptions.
It is important to mention that because White (138%0, 2003) only departs from Chomsky
regarding L2 acquisition, her ideas on L1 acqusitvill not be discussed in this chapter as
they are the same as the ones presented in capter

White’s (1989: 37) most important observation ittRlato’s problem, or what she calls ‘the
logical problem of language acquisition’, also pars second language (L2) acquisition. In
other words, in L2 acquisition the output of a e2rner also goes beyond the input that the he
or she is exposed to. According to White (1989,2@D03), this observation indicates that in
L2 learning there is also a triggering of universaitactic rules from the UG module, as is
proposed for L1 learning by Generative Grammar (Gi&drder to make the presentation of
White’s proposal more clear, some terms that aptaged in Chapter 1 will be briefly

repeated below.

Plato’s problem refers to two of Chomsky’'s obseorat with regards to infant language
acquisition. Firstly, the output of the infant gdasbeyond the input that he or she receives,
because the speed of acquisition that can be dlbgoes beyond what can be accounted for
from the input that he or she is exposed to. Sdgptids input that a language learning infant

is exposed to, is an imperfect reflection of timgliistic competence of the speakers. That is,
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linguistic performance is full of flaws and ungramuicalities. These two observations,
among others, led Chomsky to believe to the bé#liaf language is innate. According to him,
the human mind contains a language faculty (LF) iheesponsible for linguistic acquisition
and later in life for linguistic processing. Thif is assumed to be independent of other
cognitive capacities.

In the LF, there is a subpart that contains thgarsal grammar (UG) that consists of a set of
so-called principles and parameters, which desthbeyntactic rules of every possible
language in the world. Principles define what theh@ecture of different languages might
look like, and parameters define the variety tedbund in these different languages. An
example of a principle that is expected to be founithe UG is the notion of recursivity;
recursivity is thus assumed a highly universal @ple within the GG framework. An
example of a parameter that is assumed by GG podsent in UG is the possibility that a
language may drop its subject or not, i.e. thel{suibject] parameter.

Principles and parameters as these are thus assarnegresent in the mind of an L1
learner. By closely paying attention to the langutwat is spoken around him, the L1 learner
triggers the right principles and parameters ferldtnguage that he is acquiring. UG is thus
assumed to help an infant acquire a language. @ihttes syntactic knowledge is built-in,
the acquisition of language is primarily the triggg of the right rules. Thus, the most
important part of acquisition is setting hypothesesrder to find out which language the
infant is acquiring. These built-in principles @&eected to make the acquisition process
simpler than when a child has to ‘start from sdratc

However, GG assumes that the UG module is onlijabta for L1 learning. Chomsky thus
rejects the possibility that UG is available for &@yuisition. The main evidence for this
conviction is the observation that most L2 learmveitsnot reach as high a proficiency for a
second language as for their first language. Chgroskcludes from this observation that the
learning of L2 is subject to a more general leagrahility or talent that a person may have or
may lack.

In order to learn a language fluently, Chomsky as=sithat a language must be learnt before
the end of the so-called ‘critical period’. The ofit point of this period is subject to change,
but generally it is believed to be puberty.

White (1989: 48) rejects this critical period hyipesis and assumes instead that the innate
language principles of the UG are also availabtd_fblearning. In the following paragraphs,

it is explained what her postulations on this nradte.
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4.1 Similarities and differences between L1 anddaZning
The most important similarity between L1 and L2w@stdion that White (1989: 35) puts
forward is that the logical problem of languagetastjon also applies to L2 learning.

Before explaining why she maintains this positibig important to take into consideration
that White (1989: 35) does regard the linguistimpetence as abstract. White considers the
interlanguage grammar (IL&in the first place to be a mental grammar thastexof an
abstract system of principles and rules (White 1389. She emphasizes, however, that the
internal structures of the L1 and L2 do not neadlydaave to be similar (White 1989: 35).
White does assume that in the same way as for dedrder, an L2 learner’s main linguistic
process also involves the formation of an abstmagtiistic competence that describes the
linguistic competence of this speaker (White 198%). As in the Generative Grammar (GG)

paradigm, White thus regards language as a clostens of abstract syntactic rules.

Considering this system of abstract syntactic rtlasthe ILG consists of , almost
automatically Plato’s problem appeand/hen a language learner makes a generalization th
automatically goes beyond the input that he orslegposed to (White 1989, 2000, 2003).
The logical problem of language acquisition thukfes naturally from the assumption that
there is a linguistic competence which consistalsitract knowledge of language.

Along with this similarity, there are also diffexs between L1 and L2 learners (White 1989:
41-45 and 175-177). The most striking differen@eoading to White, is related to the degree
of success. That is, L1 learners seem to be maeessful in the acquisition of a language
than L2 learners because the latter have greatutif in acquiring some elements of
language that seem to come naturally to L1 leayseish as phonology and inflectional
morphology (White 1989: 42). White (1989: 175) megathe seemingly unsuccessful
acquisition of L2 learners not necessarily as drcation that UG is unavailable for L2

3 White (1989, 2000, 2003) uses the term interlaggugrammar to refer to the grammar of a seconclkzgey
This term is adopted in this study.

* This idea possibly refers to the ideas of Karl Rap(1902-1994), who is regarded as one of thedetsof the
current philosophy of science that is maintainethiithe field of humanities. Popper (as cited @ekenberg &
de Vries, 2001: 67) elaborately discussed the prolihat a generalization can never be tested. Argbration
always refers to an infinite amount of observatiahde a human being can only make a finite amanint
observations. The only thing that lies within thertan capacity is thus to falsify a theory. Accogria Popper
there is thus no way to verify a generalization.

This problem also shows up in Chomsky’s linguisticpetence. If the competence exists of abstract
generalization it will always go far beyond theumpsince it refers to an infinite amount of lingtié utterances,
while a language user will only make a finite amoafutterances.
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learning. On the other hand, she considers thenaditsen that L2 learners do not produce
forms that violate principles of UG as evidencd ttialearning is constrained by UG (White
1989: 175). However there are two things that eabrobught against these observations.
White seems surprised over the fact that phoncéoglyinflectional morphology seem to be
the most difficult part of L2 acquisition. From aremplar perspective this is not surprising at
all for the following reason. Phonological and @dfional morphological units are the
smallest meaningful units of language. And in a etdldat assumes storage of the complete
linguistic experience, it follows logically thatdse linguistic units are represented in the
highest numbers. In case of learning a new langutgél thus be the hardest to influence

the online formation of categories for these catiegahat are represented by enormous
amounts of data.

The second thing that can be brought against Wieite, is that it is rather questionable what
a ‘violation of UG principles and parameters’ magan. There seems to be danger of a cycle
here. The principles that are assumed preseneibd@ are based on what is observed
universal in the languages of the world; this obsgons are based on the research on what
kind of structures are found in the languages efvbrld. In a theory that describes the
knowledge that we have on what structures are fautehguages of the world, it cannot be

argues that there are no structures observedrinaioafound in the languages of the world.

A second difference between L1 and L2 acquisiti@t White puts forward is that an L2
learner knows more than one language, whereadeakrder knows only one (White 1989:
43). White regards it as a possibility that a leaggiuser has two grammars that are both
constrained by UG principles and parameters (WIH&9: 175).

The third difference between L1 and L2 learnetbad L2 learners are often observed to
reach an end state of which the level of proficjeisdower than the proficiency of an L1
learner. This observation is referred to as fasailon (White 1989: 43). White regards
fossilization as a failure to reset parameters ftoenUG (1989: 176).

The fourth difference between L1 and L2 learniragt ie mentioned by White (1989: 43) is
the input that the learner is exposed to, becdus@assumed to be different for L2 learners
than for L1 learners. White (1989: 44) regardsitipait for L1 learning as more natural than
the input for L2 learning mainly because the lattiéen takes place in a classroom
environment, which makes the input unnatural foratcguisition. The input of an L1 learner

is regarded as natural. The child is exposed tepleech that is spoken to him in a child-
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directed way, which is referred to as ‘motheres®wever, White, along with many other
researchers on L2 acquisition, seems to overloekatt that the type of language that is
spoken to an L2 learner shows many similaritiethélanguage that is spoken to young
children. Even when an L2 learner does not explisiy that he is learning a language, as
soon as the speakers of this language detect antamca lower proficiency than their own,
they will automatically use more simple grammaryenmansparent constructions and raise
their intonation and volume. It can thus be argtired motherese is spoken to L1 as well as
L2 learners.

A matter that is related to the naturalness oftingpthe presence of negative evidence.
Negative evidence is the term for feedback thargam utterance is wrong or ungrammatical.
White points out that the presence of negativeenad is shown to be ineffective for L1
learning (1989: 176); children who get feedback thsentence is ungrammatical will not
improve by this instance of negative evidence.lEblearners, however, this negative
evidence is actually suggested to be of positifleence for L2 acquisition. Scha (1990), as
was mentioned in Chapter 2, accounts for this efasen as follows. The grammar of a
young infant is expected to by of pragmatic andas@m nature, while there is a higher level
of abstraction for adult speakers of a languags.thus too difficult for a child to understand
meta-linguistic ideas. Negative evidence is ondityuaf meta-linguistic thought. Scha will
thus expect that it is for this reason that negat¢ividence has no influence for L1 learning,

while it has for L2 learning.

The last difference between L1 and L2 acquisitlwat ¥White mentions is the difference of

age between L1 and L2 learners. She states thdtli@dsarners are older than L1 learners,
although the effect of this age difference is dablat (White 1989:44) and difficult to control
for in an experiment (White 1989: 177). There armarous consequences of age differences.
With age memory is believed to deteriorate, whicynespecially within the ET and DOP
frameworks, decrease the speed of acquisitiorhésame time, as was seen in the L2LP
model, the young language user has higher plastigliich means that he is more likely to
make mistakes but at the same time he will acdastr. But age may also be an advantage
for acquisition, adults are better conceptual terskwhich may be an advantage for learning

explicit grammatical rules.
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4.2 Availability of UG
White (1989: 48-49) assumes two possibilities atecavailability of UG for second
language (L2) learning. The UG is either availdblel2 learning or not. However, both of
these options may be interpreted in a number obwiayhe UG module is assumed available
for L2 learning, this assumption may, on the onedhianply that it works exactly as it does
for L1 learning, or on the other hand it may woiltestently (White 1989: 48). Alternatively,
UG may also be completely unavailable for L2 leagnihowever this is not regarded an
option for White (White 1989: 48). White considersavailability of UG as follows: the UG
may not be available but the principles and pararsghat are present in the grammar of the

L1 are available and can thus be reset.

The most important function of UG, emphasizes W{H@03: 1), is describing what a
possible grammar is. According to her (White 2003: 153)akeds great emphasis that it is a
misconception that the function of the UG is thieaaguiring language. White states that the
even if the UG module may be of help to acquisititle UG hypothesis is only a model of
representation and not a model of development @\2003: 152). The UG is thused in

language acquisition, while it is not the main natgbm that acquires language.

4.2.1 Wild grammars
Next to the presumed misconception about the fanaif the UG module, White also
emphasises what the result would be if the UG nmedidre unavailable for L2 learning. She
argues that the only result of the (partial) unkmmlity of UG for L2 learning would be that
the grammar of an L2 learner is fundamentally déifet in structure from a grammar of an L1
learner of the same language. Grammars that amevetoped along the principles and
parameters of the UG module, are called ‘wild grarshby White (2000: 148). According
to White (1989, 2000, 2003), it can be doubtetigiré are L2 grammars that are ‘wild
grammars’, especially since L2 learners, just asehiners, do not seem to violate principles
from UG. In other words, L2 learners do not seemprtmluce utterances that are impossible in
the languages of the world.
In this part of the discussion it is important ézall from Chapter 1 that it is expected by GG
that only few principles and parameters need tg$tefore the infant decides which language
it s trying to acquire. In the case of unavailapibf the UG module for L2 learning, it is thus
expected that the L2 learner will have to acquinae features of his L2 from UG definitions,

while others from a more general learning mechanfssnvas mentioned above, grammars
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that develop from a general learning mechanismighabt instantiated by the UG module,

are thus wild grammars. This is interesting fos thtudy, since we have seen many proposals
for grammars of L1s that are not constrained byqgipies of the UG module, simply because
these theories did not assume the innate languagesition module that is proposed by GG.
According to White (2000: 248 and on), a wild graammoan never be as accurate and as
precise as a grammar that has developed whilegegdtinciples and parameters from the UG
module. It is clear that this will be highly delbditey every other theory in this study. Both ET
and DOP and L2LP will argue that it is actually gibte to learn a language without use of

principles and parameters that are assumed by @G2WG to be present the UG module.

4.2.2 Critical Period
White (2000: 145) takes no position on whetherdahgma critical period of language
acquisition or not. She brings forward evidenc&wour of a critical period and evidence
against it. According to White (2000: 146) it istvery important to believe in a critical
period hypothesis. Moreover, White points out #hagn if there were a critical period after
which the UG module is no longer available, it st be argued that some knowledge from
the UG module is available afterwards. As was noseidl above, according to White the
main task of the UG is not necessarily the acqaisiof language but the description of what
a possible human language may look like. Thus, éthe UG module were unavailable for
L2 learning, there is still some knowledge avaisaibl the grammar of the L1 that originated
in the UG module. White’s (2003: 151) line of reaisg is that the L2 is also a possible
language, so it can be expected that principleparaimeters from the L1 may also be of
help for L2 acquisition.
Consequently, when following White’s ideas, theikamlity of UG as principles and
parameters from the L1, may also be of negatiMeente to L2 learning. Even a layman
knows that the knowledge that a person has fromphisnay slow the process of L2 learning.
White’s availability of the UG, either or not frothe L1 grammar, will thus not necessarily
improve the learning of an L2. Moreover, it seehs this question is rather a principality
matter to her. The availability of UG may only conmvn to the fact that people seem to
know what language is. This knowledge however, man have no influence at all at the
learning of an L2, according to White. White’s powh view is that people can learn an L2
and at the same time people know that there is gubing as language. And even if they may
have forgotten that there are also other possiliguages than their L1, they still know what

is possible in their own language. This viewpoiotvkver is not of great interest to the
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discussion in this study, since the topic of therenit discussion is language acquisition and
not the content of the UG module. Therefore, hguients on this matter will not be
discussed here.

4.2.3 Full and partial access and transfer
White (1989, 2000, 2003) repeats over and ovemdgat it remains unclear whether there is
full or partial access to the UG module, as weit asunclear if there is full or partial transfer
of the L1 grammar. White (2000: 139) emphasizetherdifficulty to find evidence for either
one of the possible approaches. The field of ingasbn on this matter deals with numerous
methodological problems.
In the first place it is very hard to find evidermfewhat the linguistic competence of a
speaker is, when a researcher has only accesspthaker’s performance. This problem of
course applies to all linguistic research in tieédfiof GG, but according to White (2000: 139)
it is especially problematic for L2 acquisition bhese it is impossible to decide what
constitutes the knowledge of the L1 and what caregarded as knowledge of L2.
At the same time it is problematic to decide wlaat count as evidence. The absence of
evidence for a certain construction does not nec#gsnean that the speaker lacks the
grammatical competence to produce this utterandat@000: 139). A related problem is
that when a certain construction is actually predlalbeit with mistakes, does this count as
evidence that a parameter has been reset? Sub#ggtienproblem emerges of how many
appearances of a certain construction are suffieigmvidence that this construction is
mastered.
Moreover, White (1989: 54) admits that it is ditficto find evidence for the accessibility of
UG for L2 and she states that the only way tottestavailability of UG is to find an example
of L2 acquisition where an L2 learner acquirediagiple or parameter that was not
exemplified in his or her L1 grammar (White 1988).5-ortunately, there appears to be some
evidence that this kind of principle and parameggetting is taking place in L2 acquisition.
The Null Subject Parameter is one of the first paters proposed by the GG paradigm
(Chomsky 1981, as cited in White 1989: 84) and firovided by White as an example of
parameter setting in L2 learning (white 1989: 84).
The Null Subject Parameter refers to the fact sbbate languages need a subject for every
sentence while other languages do not always neebjact. Generally, in languages that
have a paradigm of agreement marking for everyquroron the verb, this agreement

marking is enough information to account for thbjeat of the sentence; the pronoun can
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thus be dropped. Consequently, the languagesltbat far this possibility are also called
prodrop languages. An example of such languag8pasish, as demonstrated in (1) (taken
from White 1989:85).

1)
Anda muy ocupada
Is very busy
She is very busy.

White explains that L2 learners of Spanish are abteset this parameter, even when it is not
present in their L1 grammar. The author emphasimmsever, that it is not obligatory to drop
pronouns in Spanish because speakers of Spanistttieehoice to either drop the pronoun
or not depending on discourse rules. At the same ti turns out that the L2 learners who on
the one hand did master the Null Subject Parandedanot necessarily acquire the right
discourse rules of when it is appropriate to diggpgronoun. However, according to White
(1980: 86), this is not indicative of the syntad¢timwledge of the L2 learner, rather it is a
matter of performance principles that are unimpurtar the description of the linguistic
competence of the L2 learner.

There is a lot that can be argued against this pkaaf parameter ‘resetting’. Firstly and
most importantly, even though White states that & matter of performance, if it is the case
that the L2 learner has not acquired the correotkedge about when it is appropriate to
apply this rule, it seems that the L2 learner l@scompletely acquired it. The learner may
have acquired the syntactic knowledge that is nee@derder to apply the Null-Subject rule,
however, as he did not regard the correct discauiss as to when it is appropriate to apply
the rule, he will not reach a native-like profiogrof this rule, and it can thus be questioned
whether it is actually acquired. In the second @lde possible dropping of the Subject does
not necessarily indicate parameter (re)setting. @rlke advantages that an L2 learner has
before an L1 learner, as is mentioned in the L2ld@eh is that he is often an adult and is
thus able to understand certain concepts whichantyally facilitate the acquisition of an L2.
The Null-Subject rule is a nice example of a graiticaérule that may easily be explained to
or understood by the L2 learner because of higyahil see through this kind of structures,
which is an ability that young infants may lack.
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4.2.4 From initial to final state
According to White (2000: 130 and on), the proa#fds? acquisition is seen as follows.
There is an initial stage, in which it can be adyudat information is available to the L2
learner. From this initial state the learner depslmto the end state of L2 learning. This is of
course a too much of a simplified explanation ofi\/k viewpoints, however it does state
that there are three states that are assumed kg MH® initial state, the developmental state
and the end state.
As was seen above it is highly debatable whatriliali state of L2 learning looks like. Is
there a transfer of L1 grammar or not, is theralalgity of UG principles and parameters or
not?
At the same time, also the exact process of demaopis uncertain. White claims that there
is a need for a theory of development next to lleerny of representation, as she calls the UG
hypothesis. According to her, a theory of developinod UG principles should ideally not
only account for language acquisition but alsdifgguistic change (White 2003: 152). This is
very interesting, since she departs from Chomskthmtopic. Chomsky (as we have seen in
chap 1) finds the exact description of the languaggpiisition process unimportant to the
study of the architecture of syntax in the humaairbrAlso the field of linguistic change is
unimportant to him as it lies in the realm of penfiance. White, however, states that there is
actually a need for a theory of development thabants for the different stages of language
acquisition and must ideally also account for laggichange(White 2003: 152). However,
unfortunately she does not formulate this theorgi@felopment herself.
As was mentioned before, White points out thatelsae a number of possible views on the
transfer of the L1 grammar in the acquisition of ah At the same time, as was discussed
above, there are also different possibilities aessibility to the content of the UG module.
According to White (2000: 133) these different poiities lead to five possible approaches
to the initial state of L2 learning, which will nbe addressed one by one in this chapter. The
main differences between these approaches liéeifatt that they assume full or partial
access to the UG module and full, partial or nagfer of the L1 grammar in the initial state

of the L2 learner.

Approaches that assume full access to the UG madyect that there is a direct interaction
of linguistic data and UG. Approaches that assuaipartial access to the UG module expect
an indirect interaction between linguistic data &, namely through the grammar of the
L1.
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When a full transfer of the L1 grammar is assuntieid, means that there is great interference
of the grammar in the L1 on the linguistic datalef L2. If there is no/partial transfer it is not

expected that the grammar of the L1 has much infleen the acquisition of a L2.

White (1989, 2000, 2003) does not choose one appribat she finds most likely. Instead
she emphasizes that all possible approaches starhey regard UG as available for L2
learning, either by assuming direct access to Bentbdule, or indirect access to the UG
module through L1 grammar. She does mention thafists the approach that assumes that
there is full transfer of the L1 grammar and atghme time full access to the UG module as
most logical (White 2000: 149), unfortunately sloesinot elaborate on why she thinks this is
so. This full access/full transfer approach, howgetlees seem somewhat similar to the L2LP
model. In the L2LP model it is also assumed thetelhis full transfer of the grammar of the
L1, at the same time there is also the assumptatrthere is full access to the acquisition
module that is used for L1 acquisition. Howeveithim the L2LP model it is not assumed

that this is the UG module, but that it is a gehler@rning algorithm of the human mind.

When studying the end state of the process of gRiaition, the question needs to be asked
as to what the L2 learner has achieved. In thiga@ts White starts by stating that ‘we have
relatively little idea of what the steady statergnaar of an L2 learner looks like’ (White
2000:145). The main difference between an L2 andlaearner of a language, is that there
is greater variety between the grammars of diffek@nearners than between the grammars
of different L1 learners. Thus, as opposed to latrers, whose grammars are assumed to be
very similar, the L2 learners’ grammars may shoaatgr diversity; the reason for this
diversity lies especially in the fact that diffeté&r2 learners seem to fossilize at different
stages of language learning. Consequently, Whiés éapect greater variety among L2
grammars than L1 grammars (White 2000: 146).

White comes up with a rather surprising conclusisrto whether there is full or partial access
to UG. She states: “[all] This [evidence] suggekts we should avoid thinking in terms of a
dichotomy.” (White 2000: 149). By this dichotomyesimeans the full access and the patrtial
access to UG assumptions. She thus states thatisheo actual difference between full or

partial access to the UG module. Moreover, shelades that ILGs ‘can be pushed in new
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directions, whether the more abstract underlyingagples come from UG, the L1 or both’
(White 2000: 149).

Comparing this view to the theory of GG as presgiechapter 1, it can be doubted if
Chomsky would agree with White on this idea. Thegtdmmar, although acquired by means
of the principles and parameters of UG, is languspeific and thus influenced by linguistic
experience, or performance. The content of the W@dule, however, is universal and thus
completely independent of linguistic experiencee Téjection of the dichotomy of L1
grammar and UG principles is thus a rejection efAUTOKNOW hypothesis that states that

knowledge of language is independent of language us

4.3 Summary and discussion
The availability of UG for L2 learning as proposadL2UG (White 1989, 2000, 2003) is
perhaps the most cautiously formulated model thdidcussed in the present study.
White proposes that UG might be available for L&heng and observes that there are many
differences between L1 and L2 acquisition, suchges the presence of negative evidence,
and the different final states for L2 learning. érexpects that there is greater variety
between the grammars of second languages thanisheadety between L1 grammars.
Whether these differences are due to the unavhtijabi the UG module for L2 learning or
the transfer of the L1 grammar is not ruled ouiMyite. She regards both possibilities as
evidence that there is at least some knowledge fh@entJG available. In the case of full
access, the availability is most clear; all knowegresent in the UG is then expected to
interact directly with the linguistic data that th2 learner is exposed to. In case of no access
of the UG module, White expects that there is stithe UG knowledge available that is
transferred trough the grammar of the L1. In batbes, however, some principles and
parameters that are present in the L1 are traesféorthe L2 grammar. In the case of full or
partial transfer of the L1 grammar, the knowledgthe UG is expected to interact indirectly
with the linguistic data exposed to the L2 learner.

White emphasizes, however, that UG is a theorgpifasentation and not a theory of
development. UG, according to White, is a desaiptf linguistic knowledge in the human
brain that represents the possibilities of natlaaguage. Consequently White does not regard
UG as a theory of language acquisition. This viemwpmakes that her insights on the matter

of availability of UG for L2 learning do not add ktuto the discussion in this study.
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Chapter 5

Discussion

5.0 Introduction
As an introduction to the discussion held in thiggter, it was briefly repeated below what

the main observations of the theories presentéaeiprevious chapters were.

In Chapter 1, it was discussed that Generative @Gran{GG, Chomsky 1957) regards
language acquisition as a process that consistdyraiacquiring syntactic rules and lexical
entries. Moreover, in the GG paradigm languageenss a closed system of highly abstract
syntactic rules. GG sees evidence for the existehgeammatical rules and abstract
processing, in two may findings. Firstly the ariyr nature of linguistic patterns and their
independence from semantics and frequency. Secandbrtain mistakes that children make
in language acquisition, such as the overgenetalizaf regular verb inflections on irregular
verbs.

As this highly abstract system is regarded as twoptex to be learnt in the short while that
children seem to acquire their mother tongue, G@eets that children are unable to acquire
language by means of induction. Thus, GG assuna¢shis complex system of syntactic
rules is innate to the human mind in the form ahaersal grammar (UG) which consists of
principles and parameters. According to GG, L1 &stion results from the triggering of the
right syntactical rules from the UG module in thaduage faculty of the human brain. It is
claimed that UG is not available for L2 learningldherefore for this process a more general

learning mechanism is required.

Chapter 2 was devoted to Exemplar Theory (ET, Jmind997) and Data-Oriented Parsing
(DOP, Scha 1990, 1992), who reject almost everyraption of GG, such as the mental
representation of grammatical generalizations, eltag the innateness of linguistic structures
and the independence of frequency. Instead, ETD&W assume that the complete linguistic
experience of a language user is stored in thekepeanind, i.e., they regard language as a
non-abstract conglomerate of stored exemplars pfbeessing of language is thus ‘simply’ a
matching process that tries to compare new dadédtetored data. In this approach, there is
no abstraction or categorization assumed.

ET and DOP find evidence for this approach in tweres of evidence. Firstly, the fact that

the human memory seems very extensive, for linguast well as non-linguistic data which
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can be observed in the great and precise memotinguistic instances that people seem to
have Secondly, the strong frequency effects orulsig processing.

Therefore, L1 and L2 the acquisition are regardestarage processes. For L1 acquisition,
the increasing of complexity of grammatical utt@esis expected to be in straight
correlation with the language instances that thenker is exposed to. However, this is more
difficult for an L2 learner, since the great amoahstored data can be disadvantageous for
the acquisition process, as opposed to the ‘blankl’nfor the L1 learner.

Chapter 3 described Second Language Linguistica3sieg (L2LP) (Escudero 2006); a
theory that rejects both possibilities. L2LP redsge GG’s point of view that the language
system is most efficient when it consists of alestgneralizations. In the L2LP model, these
abstractions develop during acquisition from coteclenguage data.

L2LP’s main evidence for the exemplar learning apph for linguistic acquisition is that,
especially during acquisition, frequency effects fmund. L2LP’s evidence for abstract
processing is found in the adjustment of bounddrét®/een abstract representations, which
happens by means of abstract lexical represengation

In contradiction to GG, the L2LP model regards laage as learnable and not as innate and
proposes that an L1 is learnt by means of the g¢oohexemplars. That is, concrete linguistic
data are stored until enough information is avédlab turn this items into abstract
representations. From that moment on, there is ore Istorage of exemplars.

In the case of L2 learning, there is already abohdbstract data available, which needs to be
modified until the optimal comprehension of theikachieved. If there is need for the
learning of new L2 abstract knowledge, the L2LP eiquoposes that the same exemplar
learning used for L1 learning takes place in L2ugsitjon.

In the processing of language in the steady dt&lie? assumes, in the same way a GG does,
that processing by means of abstractions is mdi@egit than processing by means of
concrete language data.

Chapter 4 is devoted to Second Language and UaiM@rammar (L2UG, White 2003). This
approach rejects some of the ideas from everyabwntioned theory. Thus, it agrees with
GG on L1 acquisition. However, it assumes that pinecess also takes place in L2 learning.
The L2UG approach assumes that the UG moduleosaaisilable for L2 learning, and even

if it is not, that there is still knowledge froimet UG module available in the grammar of the
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L1. L2UG finds evidence for this believe in thetftttat for certain parameters, such as the

Null-Subject parameter, it seems that they carebetrin the acquisition of L2.

What is most striking about these four differemdhes is that it seems that their views on
exemplars and abstractions do not necessarily @xaach other. As was most clearly seen in
the L2LP model, the existence of abstractions do¢sule out the storage of exemplars.
However, in the L2LP model there is only small fdeexemplars in the processing of adult
language; the exemplars are there as a resule@dtuisition process and are not encoded as
such but as part of the grammatical constraintelvbombine exemplars and abstract
categories.

Below, | entertain the possibility that there midet constant storage of exemplar as well as

abstractions in linguistic processing.

5.1 Concepts and Categories
It cannot be refuted that linguistic knowledge ésywhard to access directly. In order to
discuss what the role of exemplars and abstractiansbe in the processing of linguistic
concepts, it may be useful what knowledge people lod non-linguistic concepts and if this

knowledge seems abstract or exemplar.

When looking at the knowledge that we have of nogtlistic concepts and categories, it
seems that we have abstract knowledge as welleasmars that we can recall. For instance,
lets consider the concept of a ‘bird’. Every perkoows a set of abstract properties of a bird
as well as many instances of birds that they Isaea in his life.

Together with the fact that people seem to haveatisas well as concrete knowledge of
concepts, it also seems that different types afgmies have different levels of abstraction in
our memory.

For certain concepts it seems that more abstrémrniation is available, while for others
there is only concrete information. For examplepipears that people find it hard to define
abstract properties of ‘yellow’ (they may say samrag like ‘sunshiny’, or ‘light’), while it is
easy for them to give a great number of examplegetibw things’(lemons, canaries, their
favourite t-shirt).

It is often argued, however, that the fact thatgbecannot describe abstract concepts doesn’t
not say that they do not have them at all. Wheermt#ihg this viewpoint it is often argued

with regard to grammatical rules, that it is oniffidult to explain even though there are
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cognitive representations of these rules or comscdpte ET/DOP approaches, however,
indicated that theoretically there is no need fental representations of abstractions to be
able to account for linguistic behaviour, whiclseen as evidence why it is so hard for people

to make grammatical knowledge explicit; it is signpbt stored and thus not retrievable.

The opposite is also conceivable, namely that therst also be concepts that are easier to
define than to give examples of. For instance,tmpesple will find it easy to give abstract
properties of the concept of ‘democracy’, whileytimeay find it more difficult to give
examples of democracy. It is clear that this als® o do with the level of abstraction of the
item itself. Less abstract words can be defineddncrete definitions and highly abstract
words may need different concepts in order to @etivem. However, it also seems that both
the words ‘yellow’ and ‘democracy’ are highly alagtritems, which require concepts in their
definition, but still it seems that they are stovéth different amounts of concrete and
exemplar knowledge. This observation may indicla#e there is abstract as well as exemplar
storage of concepts.

Yet, there is also another observation that magfls@portance for the representation of
concepts in the human brain, namely the amounverflap of knowledge of categories. The
stability of concepts and categories appears wifferent. That is, there are concepts that
seem to have great overlap within a community veneuniversally, such as colour terms,
practical terms such as ‘water’, ‘food’ or ‘fathealthough it may be expected that even
concepts as such are not completely universaltuwr@aOn the other hand, there are concepts
that are represented very differently in differpabple’s minds, such as ‘beautiful’ or ‘good’.

It can be argued that for these different sortsomicepts there may be different degrees of

abstraction.

The question remains what kind of concepts langimdefined by. Firstly, it may be that
linguistic concepts are the type of concepts thahard to define abstractly while it may be
easy to give examples of them. Secondly, languaigéseof concepts of which it can be
expected that there is great overlap among diffespeakers.

However, it must also be noted that people do ladbstract knowledge of their language
because if someone is asked what a ‘noun’ is, whiéyprobably react by giving a semantic

definition, such as suggesting that it is someth&mgneone could touch. They may even have
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a more meta-linguistic definition that says thaioan is a word that can be preceded by the
article ‘the’.

With regard to the amount of overlap, it is to lpexcted that the overlap of linguistic
knowledge between different speakers can be didpEta instance, it seems that differences
of age, gender or social class often result ired#fit opinions on what the proper
pronunciation of a word may be, or what a gramnaastructure may look like. However, it
seems that these groups seem to be perfectly@blederstand each other, even when they do

not share the exact same knowledge.

5.1.2 Exemplars and abstractions in cognitive pshady
In cognitive psychology a great number of studresdevoted to the processing and the
development of concepts and categories in the humiad. It turns out that, as in linguistics,
also in psychology the distinction abstract versuscrete is a fiercely debated matter. Ross &
Makin (1999) wrote an interesting paper in whicéytlsummarize the debate on exemplar and

abstract processing for the cognitive represemtaifaconcepts and categories.

In cognitive psychology, the two possible approadoethe representation of concepts and
categories are called the exemplar and the pratatyapproach.

In an exemplar approach to category representatienexpected that the knowledge of a
category is actually the knowledge of the differstances of this category. A prototype
approach, on the other hand, assumes abstract &tgevbf categories (Ross & Makin 1999:
205).

A prototype or abstract definition of a bird woddd that it lays eggs, it can fly or swim, that

it has a beak and feathers. An exemplar definittonld be a collection of images of different
birds that a person has seen in his life. Whenitgpét these two definitions it can be argued
that the human mind is able to do both, for we seehave memory for instances as well as

abstract knowledge about birds.
According to Ross & Makin (1999: 231) it is unligghat only one of the two types of

processing is used for conceptual thinking, bechosie the abstract and the exemplar

approaches have shortcomings.
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The prototype view on categorization is insensifmewhat Ross & Makin call ‘within-
category correlation’. In other words, when regagdihe bird example, a parrot is always
classified as a bird; it can thus not be explaitmad there is variation within a category.
Consequently, in a prototype approach there ised f@ new prototypes within a prototype
for further classification within one concept. liig were the case, it meant that there are
different levels of processing. These differentlsyhowever, cannot be accounted for in a
prototype model, because when every subtype oheegt must be redefined, this may lead
to a strong increase in complexity that may hawdyebeen prevented when exemplar
knowledge was used.

In the bird example, the complexity of the subtypta concept can be easily shown. A
flamingo would be classified as a bird, and wittha category of birds, as a pink bird (along
with some parrots), but also as a bird with lorggsléalong with the heron and the stork), a
water bird (along with ducks and cranes) and onand he abstractions that are present
about birds is thus not hierarchical in nature &odld thus be more efficiently described if
there were some abstract information that wouldupported by some instance-specific

information.

When looking at the discussion in this thesis,dinertcomings of the prototype view as
proposed by Ross & Makin (1999) may in fact accdanthe ambiguity problem that arises
in the computational grammars that are built altinegtheoretical ideas of GG. The
abstractions redefine smaller and smaller parteefnitial definition, which may cause for a
strong increase of complexity which may lead to muiby. This is, however, only
speculation, and needs further investigation.

Ross and Makin (1999) also find shortcomings foex@mplar approach. The main
shortcoming of this approach is that it cannot axphow it is possible that idiosyncrasies
seem to have no effect on category forming. Ikjseeted that if a person sees a duck with
one wing, it will not add to the definition of arlithat it may have one wing. This cannot be
accounted for by an exemplar approach. In othedsyan exemplar approach cannot account
for the fact that there seems to be abstract irdtion that cannot easily be altered. Ross &
Makin formulate this as follows: “the exemplar viegems to take away the “categoriness” of
categories. That is, why are these instances menalbéne same category?” (Ross & Makin
1999: 215).
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However, Ross & Makin (1999: 216) regard the exempiew as more explanatory than the
prototype view. Most important for them is that theemplar view is able to account for
selective use of knowledge. By selective use oflkadge Ross & Makin mean that only
relevant information is used and classificatiothiss mostly based on the most similar
exemplars. This accounts for the fact that in #ageicontext a duck can be the most
prototypical bird, while in others a sparrow maymbere prototypical. However, it must be
emphasized here that this could also be accouatesithin a view that considers both
exemplar-like processing and abstract representatio

A second strong trait of the exemplar approachategorization is that an exemplar model
does not combine abstract information, as is dgreniprototypical definition, but has
greater sensitivity to relational information, swahfrequency, feature correlations and
variance (Ross & Makin 1999: 216). However, alsehiecan be argued that an abstraction
based mechanism could also use frequencies andlplitibs in this process but keep

representations completely abstract.

Ross & Makin (1999: 216) point out that there iscimevidence that both approaches take
place in a parallel fashion. They cite numerousdistiin which both approaches were met.
These studies have led to many different modetleetognitive representation of categories
that combine exemplar and abstraction based pringess

One of those studies is Spalding & Ross (1994hikstudy it is researched if exemplars are,
as was proposed by L2LP, used for acquisition. $tudy investigated if people use more
than memory of instances for the forming of nevegaties. Participants were given a task to
learn new categories that were dependent on cbamgabetween different features, such as
colours. Spalding & Ross (1994: 1261) found evidsior exemplar as well as abstraction
based processing in category formation. They feaweh when it was shown that people use
an exemplar strategy for classification of a netegary, they end up learning something

more general about this category
According to Ross & Makin (1999: 235) there is nmansensus among cognitive

psychologists that there are both specific and rgereeral representations that play a role in
concept and category formation.
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5.2 Construction Grammar
There are also linguists who support the idea ddlfE exemplar and abstraction based
processing. As we have seen in Chapter 3, the IiRbéel assumes that for the processing of
sound categories, there is a role for concrete kenye as well as abstractions. When looking
at the evidence that is put forward by cognitiggghology about the role of exemplars and
abstractions in the acquisition and the learningoofcepts and categories, it seems that a
linguistic model is required that has a more cémbia for exemplar processing than the
L2LP model. Adele Goldberg’s book ‘Constructiond\ark’ (Goldberg 2006) has an
interesting view on the functions of exemplars ahsdtractions in syntactic processing.
Goldberg’s theory is called Construction Grammag)@nd it has an interesting viewpoint

for the current discussion.

Goldberg’s CG is the only grammatical theory diseukin this study that emphasizes that
there is abstract as well as concrete knowleddgngfuage stored in the human linguistic
competence. On the one hand, Goldberg (2006) mitegerous studies in which it was shown
that there is item-specific knowledge of languagen when the form is fully regular and
thus predictable. This storage of predictable fowas found in every subfield of linguistics;
phonetics, phonology, morphology, syntax and diss@uOn the other hand, Goldberg (2006:
58) also emphasizes that language is creativeturenand sensitive for rules. The most
obvious example that there is a cognitive reprediemt of grammatical rules, is that every
speaker of a language community will be able totkaethe sentence ‘John Mary kiss’ as
ungrammatical (even though, according to Goldb20§6: 58) this may not prevent them
from understanding what the sentence means, whighlead to storing it as a construction
when it is heard more often).

Goldberg (2006: 63-64) claims that as there is solmevidence for item-specific knowledge
as well as generalizations, a grammatical theorstrine able to account for the fact that both
are part of the linguistic competence. She regamyuage as a accumulation of linguistic

concepts, which are comparable to non-linguistitcepts and are stored in the memory.

Goldberg expects that there is no such thing asdependent language faculty. She rejects
the AUTOKNOW hypothesis of GG. Language is, acamydb her, part of the whole of
conceptual thinking capacities of the human braimch is strongly connected to memory
(Goldberg 2006: 223). Language acquisition is gnpsocess that correlates in the acquisition

of conceptual thinking, which is , as a consequeals® believed to be under strong influence
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of the memory. The storage of exemplars also adsdanfrequency effects, for stored items
are easily counted and compared to other groupsiadsassumed by Ross & Makin (1999),
also Goldberg emphasizes that the learning of quags believed to happen by means of

exemplar storing, which leads to new abstract kedgk.

In CG language exists of a collection of ‘constimts’. A construction can be every possible
linguistic utterance that shows some level of aabihess (Goldberg 2006: 5), in other words
every linguistic utterance, as every linguistiosig considered arbitratyConstructions may
thus have different levels of abstractness, coniplexd different sizes; Goldberg gives the

following examples of constructions (Goldberg 2096:

Morpheme e.g. pre-, -ing
Word e.g. avocado, anaconda, and
Complex Word e.g. daredevil, shoo-in

Complex Word (Patrtially filled) e.g. [N-s] (for ratar plurals)

Idiom (filled) e.g. going great guns, give theud his due

Idiom (Patrtially filled) e.g. jog <someone’s> memosend <someone> to the
cleaners

Co-variational conditional The X-er he Y-er (elge tmore you think about it, the

less you understand)

Ditransitive (double object) Subj V Obj1 Obj2 (elgp gave her a fish taco; he gave
her a muffin)

Passive Subj Aux VPpp (PPby) (e.g. the armadille hiaby a
car)

Constructions, as can be seen in these examplethusibe very abstract, such as the
Ditransitive construction, but also more concretehsas the Complex Word construction. On
the other hand there are filled and partially élidioms and also completely filled
constructions; in other words, there is great wamé¢ constructions. Goldberg (2006: 62)

emphasizes that for every construction there i3 stisgrage of exemplars.

® Goldberg (2006) mentions that even onomatopoaicessions, which are often brought forward as ¢tesn
of non-arbitrary language signs as there is a taiioa between the form and the meaning, are dgtadbitrary

as they are not universal in nature. Japanese e@ks different sounds than Italian; it can thushbepredicted
what the meaning of an onomatopoeic expressiorood way be.
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As every linguistic instance can be defined asrestraction, there is thus less abstraction
than in Generative Grammar. While GG is trying éfinke deep-structures from which it is
believed that surface-structure are derived, Go@gl(2006: 19 and on) regards the
investigation of the surface form, which is thenfiathat is actually uttered and that Chomsky
would refer to as performance, as more importaart #n underlying form. As opposed to
Chomsky, who regards many surface forms as difter@mants of the same underlying form
or ‘deep-structure’ , according to Goldberg, thdate forms have slight differences in
meaning, which need to be addressed by a gramratoziel (Goldberg 2006: 19 and on).
Another difference with the GG model, is that th@structions are often defined by semantic
terms. CG thus rejects the AUTOSYN hypothesis, ticlaims that syntax is independent of
semantics. Goldberg (2006: 5) emphasizes on thertance of describing constructions
along with their meaning. Within CG a semantic exjltion is seen as more meaningful to
linguistic theory than an explanation independdrsiemnantics. Goldberg stresses that the
main function of language is to convey meanings thus to be expected that the form of an
utterance may be an indicator of its meaning.

Goldberg also emphasizes on the creativity of laggwise. She quotes numerous examples
of creative language use, such as “He sneezeddtis tight across town” (Goldberg 2006:
6), which show that there is not necessarily ad#ffice between what Chomsky calls syntax
and what he calls the lexicon. In GG the verb fteeze’ would have been stored in the
lexicon along with pronunciation and some syntaictiormation such as that it is intransitive.
This information could be put to use by applying tverb in syntactic rules of the linguistic
competence. Goldberg, however, makes clear thet th@ot so clear a distinction between
syntax and lexicon. She argues that possibly thermaof language processing is based on
these ‘less-abstract’ and semantically defined ttoasons, and thus not completely formal
and independent of semantics as the highly abstyatactic rules that are proposed by
Chomsky. Goldberg however, emphasizes that evamgththere might actually be syntactic
processing that is independent of meaning, it do¢secessarily mean that all syntactic

processing is.

CG, ET/DOP as well as L2LP, do not assume a replisition period. The learning of
language is regarded as a process that contintagytiout life.

Infant language acquisition is, according to Golgl@006: 70), in the first stages strongly
dependent on frequency. As is assumed in the L2o&emthe earliest acquisition consists of

distributional learning. After having acquired pletio units, the child will gradually enlarge
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the units of linguistic learning, until it can prack small sentences, existing of two or three
words. Goldberg (2006: 72) does not expect childoescquire constructions before they are
three years of age. The first constructions areetgal to have been acquired by the time
children start making overgeneralizations. It isussed that children can recover from these
overgeneralizations by indirect negative feedbatksG the fact that children do not receive
negative feedback is often seen an argument irufasfothe nativist view, while Goldberg
thinks that as children are highly sensitive fegunency cues in language, they will receive
constant negative feedback by means of frequeritgrpa. In other words, the lack of
production of certain forms and sentences is reghhy the child as indirect negative
feedback.

Another influence on child language acquisitiothis child directed speech that parents use
towards children. In corpora of this type of speg¢hrned out that parents use an
unpredictable amount of sentences that containdhes ‘go’, ‘put’, ‘give’ and ‘make’.
According to Goldberg (2006: 78) this is no coiride, as these verbs are perfect examples
of the Intransitive Motion (X moves Y), the Caudddtion (X causes Y to move Z), the
Ditransitive (X causes Y to receive Z) and the Rasive construction (X causes Y to
become Z), which are regarded as important andiémtty used constructions in adult

language. The overuse of these verbs by paretitassa means of acquisition for children.

What Goldberg proposes for language processingdgimaut life and thus also in

‘acquisition’ is that new constructions are stoadéahg with their meaning, as is proposed by
ET/DOP.

The difference from ET/DOP is that, in case of &anties between stored utterances, also
their constructions are stored. With the incredagterances with similar constructions, the
abstract knowledge of this construction also ineesaThis process resembles the acquisition
process of phonetic categories as is proposeceih2bhP model.

Goldberg addresses the question why generalizagienkearnt extensively. The main force
that she regards as driving the generalizatiorongtruction is the desire to speak and to be
understood. And as language is a system thatestalgroduce infinitely many sentences it is
not enough to only store linguistic instance, lbig hecessary to generalize at least to some

extent in order to produce and understand new seesg Goldberg 2006: 103).

Goldberg expects, as is proposed by the L2LP maglelell as DOP, that also in adult stages

of linguistic experience, there are frequency ¢ff@n language processing and acquisition.
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The production of every construction, in early aglws later language use, is influenced by
frequency of perception and production (Goldberg&2®).

These frequency effects have a constant influendéelinguistic competence of a language
user. If a new construction is heard often enotlgty will be used and regarded as
grammatical in the end. Goldberg (2006:74) quotstsidy by Kashak and Glenberg (2004)

in which the construction ‘this shirt needs washeds studied. It turned out that participants
only needed small exposure to this constructiaorder to be able to understand it and start
using it.

She also mentions that adult language users aed@bkeneralize in linguistic learning of a
second language, in this case a atrtificial langu8be quotes a study by Hudson and Newport
(2999) in which it was shown that adult languagersisan generalize on the use of
determiners in a novelty language. She also cisgdie in which a more complex
generalization task was required: in a study by @(@002) it was shown in an artificial
grammar task that when the predictability of adpakpendencies decreased, the awareness
of dependencies between first and third elememteased.

This shows that even adult language users havelegrapd subtle learning capacities for
linguistic data, as was earlier proposed by ET/DIORP and L2UG. In this study GG’s

critical period hypothesis is thus regarded asnatite.
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5.3 Summary and further discussion
When looking at the evidence on exemplar and atigtrabased processing that is brought
forward by the GG, ET/DOP and L2LP models, the ideses that there may be exemplar as
well as abstraction based processing in the litigutsmpetence. This combination of
processing units is also found evidence for byfitfld of cognitive psychology in the
acquisition of concepts and categories. Within @ngnpsychology, there is even consensus
among scientists that there is abstract as weéléasspecific knowledge of members of
categories and for concepts; the knowledge of egcay that is available to a person thus
consists on the one hand of abstract informati@hamthe other hand of perceived exemplars
of this category.
A linguistic counterpart of this idea is reflectedhe theory of Construction Grammar
(Goldberg 2006). Construction Grammar regards lagguwas a collection of concepts and
categories. In this grammatical theory languagegsirded as a complex of constructions,
which can be definitions of every linguistic utteca that shows some level of abstractions.
Goldberg’s constructions are in the first place @etic descriptions of surface structures, as
opposed to Chomsky’s formal descriptions of deepesiires. Constructions are not innate,
as is assumed by GG, but are learnable. The atiqniprocess is assumed to take place
throughout life by means of storage of exemplasa@with meaning, and frequency, as is
also proposed by ET/DOP and L2LP. Children are etgokto learn these constructions under
influence of the child directed speech of theirgpdis, as was suggested by GG, yet this is
expected to happen along with a strong sensitivityrequency of patterning, as is suggested
by ET/DOP and L2LP. The overgeneralizations thdtddn make when getting acquainted
with constructions are amended by taking frequerigyroduction of the speech in their

environment as indirect negative evidence.

The Construction Grammar model clearly shows trggbanmatical theory can make use of
both exemplars and abstractions. This is also @@gpby the L2LP model, however, in the
L2LP model the storage of exemplars only takeseplacase of a learning task, while in CG
the storage of exemplars is a continuous processsandependent of the fact that there is
also abstract knowledge available. In the CG mtusk is thus a more consistent role for
exemplar storage and thus also a more transpaterios for language change.

Regarding the modelling of language acquisitior,@G and L2LP frameworks show great
similarities. Both theories expect a gradual groafttomplexity and size of abstractions.

However, in the CG approach increase of exemptan$ constant influence to the abstract
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knowledge, while in the L2LP model there is no msti@age of concrete data once more

abstract categories are defined.

The stored abstractions that are assumed in then@{&| provide a good solution for the
head-filling-up problem that resulted from the EDOP model. In the CG model, there is the
possibility to discard, or forget, exemplars aglas relevant information is stored. In this
way, it is likely that recent exemplars are staied past exemplars are forgotten, even
though some relevant information may be storethénabstract information that is available

about the category.

It seems that the coexistence of exemplars andaatishs can also account for linguistic
acquisition as well as linguistic change, whichevienpossible to explain in the Generative
Grammar approach. In addition, the Constructiom@nar model can even account for
reanalysis, which is the phenomenon that peopleerttak ‘wrong’ analysis of a certain
construction. In Chapter 1 it was discussed thamiegarding language as a closed system
of rules, as is done by GG, it cannot be explaimby structures are often observed to be
reanalyzed.

Within the CG model, reanalysis may be seen asvi@ll The continuous storage of
exemplars may influence the abstract knowledgaisfdategory. When there is a consistent
change in the input of new exemplars, this may teaareinterpretation of the abstract
knowledge that was available up to that moment. chtaange of this abstract information may
have an influence on other exemplars that fit withis category.

However, even though the CG model may given anaggion for how language change
takes place, it is not necessarily explaindw it takes place. In the last paragraph of this

discussion a possible account is provided.

71



5.3.1 Competing motivations

It seems that almost every discussed theory thkésnase of abstractions meets problems
explaining why linguistic change takes place. linely there seems to be a close relation
between the formation of abstractions and the ahaf¢anguage, as it is a result of language
change that in the new variant of language thepeapto be different abstractions than in the
previous variant.

In this discussion it is defended that the motoratbehind the formation of generalization

may provide a solution to this problem.

Goldberg regards the desire of the human braipeéalsand to be understood as the main
force behind the formation of generalizations. Thidtivation logically implies the most
overlap as possible between the linguistic knowdealthe different speakers within a
language community; the desire to be understoosidibes not explain why it is that
linguistic knowledge seems to change so continyousl

When looking at the discussion in this thesis,idea arises that abstraction merely functions
as a means of making storage more efficient. Teeauch as GG, L2UG and L2LP
emphasize on how generalizations mhakguistic processing more efficient. However, could

it be that generalizations only masterage more efficient? The difference between the two
may seem subtle and insignificant, however it islldefended that this may be a important

motivation behind the processing of the human mind.

When regarding the different views on exemplar alpstraction based processing, the idea
comes to mind that the exemplar and the abstrabased approaches are two competing
motivations in the human brain. The first forcetigrage, the human mind wants to store
everything that is encountered in life. This degrdriven by the desire to know everything.
The second force is efficiency. This desire is ey the desire to use and thus retrieve all
the knowledge that is stored as easily as posdibis.last desire thus continuously goes over
the stored data, in order to find rules and regjgarin order to replace redundant information

by an abstract representation.

So, on the one hand the mind desires to store #wegy on the other hand another

mechanism is trying to make this storage moreiefiichy replacing it by abstractions when
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there is redundant information available. This dgsn contradiction to Goldberg, is
independent of a desire to be understood, andaasmnentioned before, is even independent
of language. It can be argued that only when afoehind linguistic processing is
independent of a desire to be understood, it catagxhow it comes that language seems to

change continuously.

This viewpoint seems rather interesting for thewaksion of this thesis. The Generative
Grammar paradigm were the first ones to discover tmmplex and how arbitrary some
syntactic structures are, while others are lessptexn GG still maintained the expectation
that when studying these syntactic structures sktely, in the end the underlying system,
which was expected to be self-containing and detestrc, would be unveiled. ET and DOP
brought against this that there seems to be notatauin language at all. They argued against
GG was that at least language is not a closedray$igt maybe even a number of different
systems that have some overlap, but are absolubelthe ideal deterministic grammatical
competence that was proposed by GG. Also CG obd¢inat the linguistic competence
seems to exist of a chaos of abstractions witledfit levels of abstraction, different levels of
independence of semantics and next to this enormemiesy in abstraction there also appears

to be an enormous bulk of exemplar information.

In this discussion it is argued that this chaaisndication that the formation of abstractions
is merely a matter of making storage more effigiesther than making linguistic processing
more efficient. Of course it can be argued th#tig abstracting force makes storage more
efficient, as a consequence the linguistic proogsecomes more efficient, however this is
not necessarily the case. If a device that is iaddpnt of linguistic motivations induces
abstractions from available data, it can thus nrekealyses, which actually seems to make

understanding more difficult.

At this point something should be mentioned thaifien neglected by linguists, namely the
fact that the meaning conveying function of languagtually is not as perfect as is often
suggested. Especially GG, but also other gramnidliearies, tend to emphasize how
speakers of a language can effortlessly understamglex sentences, however in daily use it
is often seen that people do not understand eden ttat well. Simple messages with simple
syntactic structures seem to be understood guitetlessly. However, as soon as a speaker

tries to convey a non-trivial semantic messageeéms that people have great difficulty in
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understanding each other. In the extreme exampepolitical debate or a scientific lecture,

it seems that every listener will have a differepinion of what the content of this lecture
was. Here linguistic interpretation and parsingcteas on the process of extraction of the
intention of the speaker. However, it can be arghatithere is a close relation between these

two processes.

As support for this idea, in the following chapter example of reanalysis will be
experimented. It needs emphasis here that the recmér of linguistic change is of no
advantage of mutual comprehension between the speaka language community. The
indication that reanalyses seem to take place,bean indication to the above proposed

system of competing motivations.
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Chapter 6 Reanalysis Experiment

6.0 Introduction
One of the recurring topics in the different modstsl their views on the function of
exemplar and abstraction based processing thaismessed in this study, is the question why
it is that languages change.
Generative Grammar had the most difficulty in aetong for language change. In a system
that assumes only abstract knowledge for lingumtocessing and at the same time this
abstract knowledge is assumed to be innate, dsutlh@an mind is not capable of acquiring
them from the available language data, there wanpto account for language change.
It seems, however, that language change can beeaseilg explained in theories that assume
a role for exemplar processing relevant for languag
Theories as ET/DOP and L2LP emphasize that conismstorage leads to continuous
acquisition of language concepts and may thustieadcontinuous change of concepts in the
linguistic competence, which may eventually leathtguage change. In the discussion in
chapter 5 it was argued that this is not enougimaéxplanation to account for language

change.

The idea that was put forward in Chapter 5 wasttie@solution for the exemplar versus
abstraction based processing may lie in the soluhiat these two forms of processing are
competing forces in the human mind. On the one hlagc is the desire to store everything
that is encountered in life, on the other handeh&ia desire to make this storage more
efficient by replacing redundant information by st information. This model can actually
account for linguistic change, and also for the that linguistic change often seems to
hamper comprehension between different speakeansrgigons or communities. When seeing
linguistic processing as two competing motivatitmest are not linguistic of nature, it can be
understood how it comes that language change f&es, while it does not facilitate the

mutual understanding between speakers.

An example of a situation in which linguistic changeems to be no advantage for mutual
comprehension, is reanalysis. Reanalysis is thegghenon that a structure is interpreted as
an other structure than it actually is.

A morphophonological example of reanalysis in Duthwas earlier mentioned in Chapter
1, is the word ‘schoen’. This word was a plurahiiddle-Dutch. In English and German it is

still seen that the word is derived from the wooth& (English Shoe, German Schuh). In
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Dutch the plural is formed by adding —en. Howe¥fea,word ends in a vowel, the plural was
formed by adding only —n.

Following this analogy the plural form of Schoe Wwbbe Schoen.

In seventeenth century Dutch, however, this rutesged. Words existing of only one
syllable no longer only received —n as a plurat,dsuevery other noun these words now also
received —en, as in Zee (Sea), Zeeén. When tlasvas completely accepted, the word
Schoen was no longer interpreted as a plural, shrexe were no more words existing of only
one syllable that were plural. The word was thamatysed as a singular, and the new plural
became Schoenen (Philippa, 1999: 37).

This example of reanalysis happened many centagesbut also in the variant of Dutch that
is spoken today reanalyses are happening contihu@usyntactic example of reanalysis that
may be happing at this moment, is a shift in thécByassive voice.

In the official grammar of Dutch, Algemene Nededse Spraakkunst (ANS) (Coppen &
Haeserijn 2004), only the object can be promote8luioject by using a passive construction,

asis seenin (1) and (2).

(2) Jan geeft een boek aan Piet
Jan gives a book to Piet
Jan gives a book to Piet

(2) Het boek wordt (door Jan) aan Piet gegev
The book becomes (By Jan) to Piet given
The book is given to Piet (by Jan)

3) Piet  wordt een boek gegeven (door Jan)
Piet becomes a book given (by Jan)

Piet is given a book (by Jan)

Sentence (3) is officially not a passive, but gectltess construction with an Indirect Object
that is fronted. In standard Dutch, only Objectd #rus not Indirect Objects can be promoted
to subject-status by using a passive construcfiad.since Piet is the Indirect Object of (3),
he cannot serve as the Subject of the sentenaardang to the ANS (Coppen & Haeserijn
2004). When Piet is replaced by a pronoun, theecophrase would be (4).
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(4) Hem wordt een boek gegeven (door Jan)
Him becomes a book given (by Jan)
He is given a book (by Jan)

The fact that ‘him’ is used instead of ‘hij” mogearly illustrates the non-subject status of Piet
in (3).
Nevertheless, nowadays it seems that sentence 1{®re and more reanalyzed as a real

passive construction with Piet as its Subject.

An example of this phenomenon is (5), which is @iexfly heard in public transport. Also in
(5), the constituent ‘de reizigers’ is the Indir&ttject of the sentence and can thus not be the
Subject of the sentence. However, in sentencéh{®onstituent is actually reanalysed as
Subject; the Subject status of ‘De reizigers’ isvgh by the agreement between this
constituent and the main verb ‘worden’, whichnglural.

It is important to remember that example (5) iseesly interesting because the public
transport is an official authority and is therefesgected to use grammatical forms of Dutch.
It is not likely that the workers of the public tisportation speak a dialect for two reasons.
Firstly, this sentence is heard in trains acroesctiuntry, secondly it is not to be expected that
the train conductors use a dialect since they @deesasing the travellers in the train and it is

generally expected that the standard form of alagg is used when a crowd is addressed.

(5) De reizigers worden verzocht de trein te
The travellers become requested the train to
verlaten.
leave

Travellers are requested to leave the train.

It is important to mention that this sentence iardevery frequently and it seems not to be
regarded as an exception by many speakers of Daitblough there seems to be a difference
in whether these users find the sentence an addeantence of Dutch or not.

The standard form of this sentence is shown inl{6(6) there is no agreement between ‘de
reizigers’ and the verb; this shows that ‘de reaesjis not a subject in this sentence.
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(6) De reizigers wor dt verzocht de trein te
The travellers become requested the train to tezrla
Leave

Travellers are requested to leave the train

Also sentences such as (7) and (8) are no longepérns but are often heard, despite the
fact that they are vernacular forms and therefoteancepted in formal written language.

(7)  Hij  wordt een boek gegeven.
He becomes a book given
He is given a book

(8 Hij werd iets laten zien.
He became something let see

He was shown something

To test the grammatical status of these frequérlrd constructions, an exploratory
experiment was conducted, which is described mc¢hapter.

The research question focused on whether Dutcliengieakers have indeed reanalyzed the
above mentioned examples as subjects instead méth®bjects of Dutch sentences. Since it
is only a small-scale experiment, its main funci®to investigate the possibility if there are
users that indeed have reanalyzed this construa@possible sentence of Dutch. If this is
the case it might provide some evidence that laggpaocessing me be under influence of a
mechanism that is not necessarily driven by th&elés be understood, as was proposed

above, but may be driven by another motivation.

There are also a number of other theoretical isswasvere discussed in the previous
chapters that are addressed in this experiment.

Firstly, as was seen in Chomsky’s theory, in thieddy state’ of language use the Universal
Grammar module that is needed for linguistic adtjaisis not available; consequently a
language user is not able to change his or her ketm& of language. In this experiment it
will be investigated if different language useratthre past puberty may have a different
linguistic intuition on the Subject status of Irelit Objects. Although, it may be the case that
the older speakers of Dutch have acquired a diitditem of Dutch, this is not to be expected

especially since the sentence like (5) has onlgmg started to be used by official authorities
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that are expected to use standard Dutch.

If this were the case that the participants hafferéint intuitions about the sentences of the
experiment, it might indicate that language useay hmave the possibility to change
knowledge of their L1 when they are in the steadies

Chomsky also states strongly that all speakerdarfiguage share the same knowledge of this
language. This experiment will also investigatdifferent speakers may have different
intuitions on a syntactic matter. This might indec¢ghat speakers of a language may not share

the exact same knowledge of this language, alththugghhmay have great overlap.

Secondly, this experiment might also give somagimsin the influence of frequency on
grammaticality judgments. Many theories that aseassed in the previous chapters, such as
ET, DOP, L2LP and CG, emphasize that humans areragty sensitive to frequency
distributions. As for this experiment, sentenceshsas (5), which are ungrammatical
sentences of Dutch, are heard much more oftentieasentences (4), which is a grammatical
sentence. Sentences such as (7) and (8) are ungtaralnand are heard very rarely. It will
thus be interesting whether speakers of Dutchreglard the sentences grammatical that
actually are grammatical or if they will judge thentences as grammatical that they perceive
most frequently. Thus, this experiment researchest wffect the frequent perceiving of the
sentences A might have on the grammaticality judgmen this sentence.

6.2 Method of the experiment
A number of twenty-four participants were preserttedlfollowing 4 sentences, which are all
ungrammatical according to the ANS (Coppen, Hagsé&rde Vriend 2004):

A

1 Hij  wordt gevraagd om minister te worden.
He becomes asked to minister to become
He was asked to become minister.

2 Ik werd verzocht het  gebouw onmiddelijk
I became requested the  building immeadiately
te verlaten.
To leave

| was asked to leave the building immediately

79



1 Hij  wordt een boek voor zin verjaardag eggven.
He becomes a book for his birthday given
He was given a book for his birthday

2 Hij  wordt de nieuwe collectie gepresenteerd
He becomes the  new collection presented

He is shown the new collection.

The difference between the sentences A and Bridse meaning of the verb as well as the
frequency of perception. Regarding semantics, éibsvin A have a meaning in the realm of
‘ask’ and ‘request’, which require a DO, the vedsgd in B have distinct meanings that
require indirect objects. Regarding frequency,dbmetences of A are heard frequently while
the sentences of B are heard rarely and are hightked and regarded as ungrammafical.
The following table gives a clear picture of thamgmaticality and the frequency of the three

sentence types.

Table 1. Grammaticality and frequency of experinsarttences.

Al&2 B1&2 Cl&2

Grammaticality | Ungrammatical Ungrammatical Gramsdti

Frequency Frequent Infrequent Infrequent

Firstly, the participants were asked whether tloantl the sentences A and B acceptable or
not. An explanation for their judgement was alsgureed, if they would know an explanation
for their judgments. Both questions were askedautlany suggestion of a solution and it

was also explicitly stated that an explanation way required if they instantly knew one, in

order to avoid the participants to recall or logkexplicit knowledge.

Subsequently, the two sentences in C, which aie graimmatical according to the ANS,
were presented to the participants. It is importamemember that these sentences, although

grammatical, are heard less and less in daily use.

® Although | did hear both sentences B1 and B2, Bédrd on a birthday party and it was corrected frjend
of the speaker. Sentence B2 | actually heard @vigbn, in RTL-4's RTL Boulevard, a lifestyle pmagn. In
this show they were speaking of Tom Ford’s (fastidesigner) new collection and Dutch celebrities thent to
see the show.
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The reason for the order in which the sentenceveetts presented was to ensure spontaneous
reactions from the participants. It was argued ifhiey would see the sentences of C, which
are grammatical, first, their grammaticality judgrtseeon A and B, which are both

ungrammatical, might be influenced, since thisnsigiht remind them of the correct forms.

In this experiment, it was tried to have the pgytats make the least possible use of explicit
knowledge that they might have learnt in schoalsewhere. Therefore, a number of lines
were left empty, so that the participants wouldehtovscroll down for the sentences of C. By
doing this, the C sentences, which are grammaigiainfrequently heard, could not be seen
when the participants judged the A and B sentevgleish are both ungrammatical.

C

1 Hem wordt gevraagd om minister te worden
Him becomes asked to minister to become
He was asked to become minister

2 Mij  werd verzocht het  gebouw onmiddelijk
Me  became requested the  building immediately
te verlaten.
2To leave

| was asked to leave the building immediately.

The questionnaire has been enclosed in appendix 1.

The questionnaire was sent by e-mail to approxiin&bety people, out of whom twenty-

seven responded.

The participants were mostly friends and colleaguektheir parents, who all live in different
parts of the Netherlands. They were carefully setbas to their usage of Dutch on a daily
basis. Not having too much explicit grammatical \khexige was another selection criterion.
Therefore, there were no students of Dutch langoaggeneral linguistics among them.

A number of questionnaires that were sent back wegeeted as irrelevant for this experiment
because the respondents who filled them in didmest the pre-established criteria. One

participant had not lived in the Netherlands foeioa year and had not spoken much Dutch in
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that period. Two participants stated they had riégatarted to study Dutch linguistics. Their
literal responses of the twenty-four participahtst tare left, can be found in Appendix 2 and
are translated to English.

6.2.1 Hypotheses
The main aim of this experiment is to investigatestiher a reanalysis of the Dutch passive
voice is possibly happening at this moment of tithé.turns out that reanalysis is taking
place this might provide some evidence that exengld abstraction based processing may
be seen as competing forces in the human mind.

In order to investigate this, a number of hypotkese formulated.

Hypothesis 1: Sentences of A and C will be judgedirgnatical more often than B.

All participants: A and C more grammatical than B

As can be seen in Table 1, the sentences of A asftidially are all ungrammatical.

Yet, in this experiment it is not expected thattinegority of participants will actually judge
all of them ungrammatical, because the sentencAsaoé heard frequently despite the fact
that they are ungrammatical.

If there are any participants at all that judge samhthe sentences as grammatical, it indicates
that a reanalysis may be going on in the mindse$¢ speakers of Dutch.

Hypothesis 1, however, also gives a insight ondeegy effects. Sentences like A are heard
often enough to expect the participants to redagthtas grammatical. Sentences like B,
however are heard infrequently and are highly ndirkas expected in this experiment that
most of the participants will find those sentengegrammatical.

Hypothesis 1 will thus give an idea if there iseexample of reanalysis happening at this
moment and will also give an idea of the effectrefjuency of perception on grammaticality
judgments.

For the testing of the first hypothesis every @& tiventy-four participants could be used,

since this is the most general hypothesis in whichresearched which sentences are

regarded as grammatical and which are not.
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As follows from Aitchison (1981), older speakers arore ‘conservative’ in their
grammaticality judgments. It is generally expedteat older generations will use old forms
rather than younger generations (Aitchison, 1982)17

This idea formulates hypothesis 2.

Hypothesis 2: It is expected that ‘older spealdrButch will find only the official
sentences(C sentences) grammatical, while the ‘faawi (A sentences) will sound
ungrammatical to them.

Older participants (men and women): C more grangabthan A

If hypothesis 2 is supported by the data, it sutggmat within a language community, (L1)
speakers may have different cognitive knowledgtneir language. This is expected by ET,
DOP, L2LP and is rejected by GG and L2UG.

The conservatism of older speakers might also givedication towards exemplar learning
as suggested by ET and DOP and L2LP. This candreasefollows.

In the corpus of the older speakers there migistdouch data stored that it will be harder to
influence the probabilities that are attached &odhta. The frequent hearing of
ungrammatical sentences like A may thus have ésst@n older speakers than younger
speakers, who have stored less linguistic exemplaisare thus more easily influenced by the

production of the environment.

For testing hypothesis 2, participants with diffédrage ranges were needed. In order to test
this, the group was split in two age groups. Thelbowas drawn at the median of the ages of
the participants. The median of the participanggsawas participants have forty-seven and
thirty years of age; the median was thus deciddxtat thirty eight and a half. For simplicity
matters, this number was rounded off to forty yedrage.

In total there were twelve participants older tifi@amy and twelve participants younger than

forty.

Literature on linguistic change (Aitchison 1981:%1foop 1998: p 7 and on) sums up a
number of studies on linguistic change where womere ahead of men in using new
linguistic forms of their languages. Stroop (198B¢aks of a phonological change in Dutch

pronunciation where women are ahead because ofcgpaéion reasons. As the speaking of a
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dialect was first seen as ‘manly’ and ‘virile’, ndiae emancipated women take steps ahead in
speaking a new dialect. According to Stroop, thipart of a more general tendency that
women are trying to become the ‘stronger genderbd( 1998 — p 84).

Aitchison (1981: 78) emphasizes that explanatienmantioned above are not general in
nature and do not show universal patterns. Howeiere it is often observed that women use
new forms of language before men, in this thessnégarded a possibility that women are
ahead in linguistic change.

From an exemplar perspective, there seems to &t atitve suggestion why women are ahead
in linguistic change. Women are seemingly a litéter than men at memorizing and
retrieving (Speck et all, 2006)This may imply that women would be better atistpr
exemplars and thus quicker in acquiring a new gratiwal category. This is only a
speculation and has never been researched withdreghnguistic change, as far as this
investigation has revealed. The study of Speck ¢2@06) regarded the memory for pictures.

This observations lead to the formulation of Hymsik 3.

Hypothesis 3: Women are ahead of men in regarti@géw forms as grammatical.
Hypothesis 3a: It is expected that among the ppaints of the younger generation, there
might be a tendency that women will regard the f@ws (A sentences) as grammatical
more often than men.

Young women: (grammatical) A > C

Hypothesis 3b: It is expected that among the ppdids of the younger generation, women
will judge the old forms (C sentences) more oftagrammatical than men.

Young women: (ungrammatical) C > A

In order to test hypothesis 3 male and female @pents under the age of forty were needed.

In total there were seven men and five women utideage of forty.

6.3 Results
The literal results of the experiment can be foumappendix 2 and 3. In the following

paragraph, only the results that discuss the atmveulated hypotheses will be presented.

" This is a relationship destroyer cliché. A numbee bestseller ‘relationship rescue’ right nowhis book
‘Why men never remember and women never forgeMayianne J. Legato. However this is a highly
unscientific work and is only mentioned for the pase of irony.
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6.3.1 Hypothesis 1
The participants were presented with a grammatycgidgment test, in which it was asked if
they found the sentences grammatical or not. Intjpe it turned out that the participants
added a third category of acceptable but strangeghére were so many people that stated that
they found the sentence weird but did not regaedstntence as ungrammatical, | adopted
this third category in this study and named it ‘Aptable but strange’. The participants were
also asked of they found the A sentences or then@esces most grammatical.
Table 1, is repeated here in order to see whagrdm@matical status and the frequency of the

presented sentences is.

Table 1. Grammaticality and frequency of experinmsarttences.

Al&2 B1&2 Cl&2

Grammaticality | Ungrammatical Ungrammatical Gramsdti

Frequency Frequent Infrequent Infrequent

A simple calculation of the scores for each serdgagroup is made by adding the numbers of
grammaticality judgments. Remember that each paatts were asked for two
grammaticality judgments per sentence group. ka tbere are thus forty-eight judgments per

sentence group. These results are in the tablel.1:

Table 1.1 General scores (absolute)

Al&2 | Bl&2 | Cl&2

Correct 24 0 34
Acceptable |7 1 6
but strange

Unacceptable 17 a7 8
Total 48 48 48
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Table 1.2 General scores (percentage)

Al&2 | B1&2 | Cl&2
Correct 50 0 70
Acceptable | 15 2 12
but strange
Unacceptable 35 98 17
Total 100 100 100

The first hypothesis formulates the expectation thiaall the participants the sentences of A
and C sound more grammatical than B.
This hypothesis is supported by the experiment.SEmences A were regarded grammatical
by 50 percent of the participants and C was reghgda@mmatical by 70 percent of the
participants, while there is no participant thatgad the sentence of B grammatical.
Hypothesis 1 is thus supported.
However there is more that can be read off frors thible. There seems to be a tendency that
the sentences of C are more often regarded gracahttan the sentences of A. This
coincides with the fact that the C senteraresgrammatical, while all the others are not. Also
the sentences of A are more often judged ungramaidhian the sentences of C; thirty-five
percent of the participants regarded the A sentenngrammatical, while only seventeen
percent regarded the C sentences ungrammaticaliffeeence between these two numbers
agrees with the fact that the A sentences are lctuagrammatical while the C sentences are
not. Still, it is surprising that there are so maayticipants that regard a grammatical
sentence ungrammatical.

6.3.2 Hypothesis 2
Hypothesis 2 formulates the idea that older spesakey have other grammaticality
judgments than younger speakers. More precisepothgsis 2 formulates that older speakers
of Dutch will regard the sentences of A more ofisrungrammatical than younger speakers
of Dutch. Hypothesis 2 also expects that therelvalmore young speakers of Dutch that
regard the C sentences as ungrammatical than gpaekers of Dutch.

Table 1 is repeated in order to remember whatagthmmatical and frequency status of the

three sentence types.
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Table 1. Grammaticality and frequency of experinsarttences.

Al&2

B

1&2

Cl&2

Grammaticali

ty | Ungrammatical

Ungrammatica

Al Gramoadti

Frequency

Frequent

Infrequent

Infrequent

In the following tables the results are presentedde group.

Table 2.1 Age scores (absolute)

Al&?2 Cl&2
Age 40+| -40| 40+ -40
Correct 8 16 | 21| 13
Acceptable |4 3 2 4
but strange
Unacceptable 12 | 5 1 7
Total 24 | 24 | 24| 24

Table 2.2 Age scores (absolute)

Al&?2 Cl&2
Age 40+| -40| 404 -40
Correct 33 | 67| 88| 54
Acceptable |17 | 13 | 8 17
but strange
Unacceptable 50 | 10 | 4 29
Total 100| 100, 10Q 100

Table 2.3 Grammaticality rankings (absolute)

C better | C worse | C equals| Total
than A than A A
40 + 20 3 1 24
- 40 7 10 7 24
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Table 2.4 Grammaticality rankings (Percentage)

C better | C worse | C equals| Total
than A than A A
40 + 83 13 4 100
- 40 29 42 29 100

There are a number of striking differences betwtber0+ group and the -40 group, which

will be referred to as the old group and the yograyp.

It seems that for the A sentences the oppositestanydis found for the old and the young
group. The majority, consisting of fifty percenttbge participants in the old group regards the
A sentences as ungrammatical, a smaller groupjstorgsof thirty-three percent of the
participants of the older speakers regard the Aesees as grammatical while an even
smaller, namely seventeen percent of this grougsfthem acceptable but strange. For the
young group the opposite pattern is found. The ntgjof the young group, namely sixty-
seven percent, regards the A sentences as gramimatgmaller group, namely thirteen
percent as acceptable but strange, and an evelesgralup, namely ten percent judged the
sentences as ungrammatical. This indicates thak gentences are more grammatical for the

younger speakers than for the older speakers.

With regard to the C sentences there is anoth&rpailhe majority of both groups find that
they are grammatical. The difference between tleegmups is that there are more
participants of the young group that regard the@ences as ungrammatical, while there is
only one ungrammaticality judgment from the oldugo

This indicates that the C sentences are more grégahfor the old group than for the young

group

When looking at the grammaticality rankings the samattern is found. It is seen that the
majority of the participants in the old group redgmthe C sentences as better than A, while
the majority of the participants in the young grdwgve the reverse pattern, i.e. they regard C
sentences as worse than the A ones. It is impaxamite that there is a considerably larger
group that regards C and A equal among the yourtgipants than for the old participants:
twenty nine of the young participants regards tren@ A sentences as equally grammatical
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as there is only one participant from the old grthat finds the C and A sentences equally

grammatical.

Hypothesis 2 is thus supported because speakéstoli that are older than forty find the

sentences of C more grammatical than the sentefides

6.3.3 Hypothesis 3
Hypothesis 3 formulates the idea that women aracibémen in linguistic change. This
guestion was subdivided in two hypotheses. Fiisthas predicted that men will find the A
sentences, which are ungrammatical, more oftenammgpatical than women. Secondly, it
was predicted that women will find the C sentenedsch are grammatical, more often
ungrammatical than men.
Again Table 1 is repeated, which contains the gratiwality and frequency status of the
sentences of the experiment.

Table 1. Grammaticality and frequency of experinsarttences.

Al&2 B1&2 Cl&2

Grammaticality | Ungrammatical Ungrammatical Gramsdti

Frequency Frequent Infrequent Infrequent

The results for hypothesis 3 are shown in table43.1
In the first two tables, the scores are preserdedien and women under forty-seven and
their grammaticality judgments for the sentence& ahd C. In the last two tables the score

for grammaticality rankings are shown.

Table 3.1 Gender scores of the participants urideagie of forty (absolute)

Al&2 Cl&2

Age M | F M | F

Correct 8 8 11 4

Acceptable |1 2 3 1

but strange

Unacceptable 5 0 0 5

Total 14 | 10 | 14| 10
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Table 3.2 Gender scores of the participants urideagie of forty (percentage)

Al&2 Cl&2
Age M F M F
Correct 57| 80| 79| 40
Acceptable |7 20 | 21 | 10
but strange
Unacceptable 36 | O 0 50
Total 100| 100/ 10Q 100

Table 3.3 Grammaticality rankings (absolute)

C better | C worse | C equal | Total
than A than A to A
Men 4 4 6 14
Women 3 6 1 10

Table 3.4 Grammaticality rankings (percentage)

C better | C worse | C equal | Total
than A than A to A
Men 29 29 42 100
Women 30 60 10 100

Hypothesis 3a predicts that men will judge the seceds of A more often ungrammatical than
women, which is actually supported by the resuithis experiment.

As can be seen in Table 3.1 and 3.2, there aralacto women under forty in this
experiment that found the sentences of A ungranwadativhile thirty-six percent of the men
regards the A sentences ungrammatical.

Also the percentage of grammatical judgmentsterA sentences is much higher for women
than for men; an overwhelming majority of eightyqent of the women regards the A

sentences grammatical, while for the men only 5¢ee regards the sentences correct.
Hypothesis 3a also formulated a prediction aboeigttammaticality rankings of men. The

men were expected to find C better than A morendftean women. This is not exactly

supported by the data.
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Most of the men, namely forty-two percent, regardrl C equally acceptable, while the
majority, namely sixty percent of the women reg@rdiorse than A. Hypothesis 3a is thus
partly rejected. Men do prefer C more than womei thre majority of men does not regard C

as better than A, but as equal to A.

Hypothesis 3b predicts that there will be more worteat regard the sentences of C
ungrammatical than men. For almost eighty percétiteomen, the sentences of C are
grammatical, while there is no man that regardsthe ungrammatical; there is only a
number of ‘acceptable but strange’ judgments. t@nother hand, fifty percent of the women
regard the sentences of C as ungrammatical. Windimig at the grammaticality rankings, it

is clear that a majority of sixty percent of themaan regards C sentences worse than A ones,
while the majority of forty-two of the men find @eal to A. Therefore, hypothesis 3b is

supported by the results of this experiment.

There are thus four important observations thatrdmrte to the support of Hypothesis 3,
which states that women are ahead of men in litiguihange. Firstly, there is a large
majority among the women that regard the A sentegcammatical. Secondly, there is no
woman that regards the A sentences ungrammaticadly, sixty percent of the women
regards the C sentences as worse than the A sestdraurthly, a majority of fifty percent of
the women regards the C sentences as unacceptabdémces of Dutch. Adding up, it is

obvious that for women under forty, the sentendes are highly grammatical.

6.4 Summary and Discussion
The experiment above indicates that a reanalydiseofnatter of recipient/subject status
might take place in the minds of some speakersubéd The official Dutch grammar (ANS)
states that a Recipient cannot be Subject in Dsgalences.
This explorative experiment found support for thea that some people do regard sentences
that have a recipient as a subject as grammalicalever not every speaker of Dutch shows
the same opinion on the matter.
It turns out, that the majority of the participantso were over forty years of age did not

regard those sentences as grammatical and theyrigethe old form.

The speakers of Dutch who were under forty yeaesyef however, did regard the new form

grammatical. Moreover, the women that were testdtis experiment are ahead in this
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example of language change for a number of reagnstly, the women were the only ones
who regarded the old form as ungrammatical, segomttirge majority regarded the new
sentence form as grammatical, while it was meredy mvho regarded the new forms as

ungrammatical.

One of the theoretical conclusions that may be driram this experiment is that linguistic
change is actually possible. In the first places thay tentatively suggest that the model of
exemplar and abstraction based processing as compesdtivations, as was proposed in

Chapter 5, is supported by this data.

With regard to Generative Grammar, this observatien suggests that the human linguistic
competences able to change, even when it is in the steadg stiat 1. The linguistic
knowledge of the L1 is thus not as drastically terable as GG assumes. Crucially, the
participants in the experiment were all in the dyestate of their L1 knowledge but,

according to the results of the present experingame of them seemed to have changed the
knowledge of their first language, as is predidigdeT and DOP.

The fact that older speakers of Dutch are behintderacquisition of the new rule might
indicate exemplar learning (ET/DOP and L2LP). Tieafor the older speakers, who already
have an elaborate corpus of linguistic experieitdakes more exemplars before the
generalizations that are either stored (L2LP) omfed at decision time (ET/DOP) in this
corpus can be changed. However, the indicatioxefglar learning does not necessarily
indicate that there is no abstract knowledge abkalan the brain (ET/DOP). Even though the
experiment may indicate exemplaarning (ET and L2LP), it does not necessarily imply that

all linguistic processing occurs on an exemplaidas

There is no suggestion of exemplar (ET) or abstradiased (GG, L2LP and L2UG)
processing that emerges from this experiment. Hewetvseemed that every participant was
familiar with the type of construction. One panpiant, a sixty-five year old male stated “Op
commerciéle zenders wordt dit soort verbasterdyeabik gebezidll, in which he explained
that this kind of language is spoken on commeteialvision networks. The formulation that
he uses shows a strong disapproval or even a coradiem of the sentence, but it does show

® Translation: On commercial television broadcastiagworks, this kind of language is exercised.
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that he stored it and probably many other exangesell, as he seems to regard it as a
category. More old generation participants wrotd they knew the type of construction and
that they heard it often. This may be indicativexémplar storing.
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Conclusion

In the different chapters of this study evidence wat forward in favour and against the
existence of abstraction in language processing.firét four chapters provided a extensive
description of four different theories with differteviews on the role of abstractions and
exemplars in the acquisition of first and secomdjleages. The fifth chapter provided an
extensive debate on the findings of the first fohapters and put forward a proposal, which

was tested in the last chapter.

In Chapter 1, Generative Grammar, a theory thgigees that the knowledge of language
seems to exist of highly abstract grammatical rulée GG framework, assumes that these
syntactic rules are the main unit of processintpelanguage competence and provides
evidence for the existence of these linguistic ralotbns.

As the complexity of these highly abstract syntaaties are regarded as too complex to be
acquired by a young infant, GG assumes that thosviedge is innate to the human mind in
the form of a Universal Grammar (UG) componentim human brain that is responsible for
the acquisition of language. This UG module, howgigeonly expected to be available for

first language (L1) learning and not for secondyleage (L2) learning.

Chapter 2 focussed on the role of instance-spédaiiowviedge for the processing and
acquisition of language. The exemplar view on lagguprocessing states that there is no
need for abstract knowledge in order to accounlifiguistic processing. Exemplar Theory
(ET) and Data-Oriented Parsing (DOP) regard thgulstic competence as a device that
efficiently compares old and new data that is agslita be stored in long-term memory.
These theoretical frameworks thus do not assumagsaf abstract knowledge but only
storage of concrete knowledge. The ET/DOP apprémaind much evidence for this
assumption, that the whole of linguistic data tkaxperienced in a lifetime is stored and for
a matching mechanism that compares all the newtddkee data that is already stored.
The ET/DOP approach proposes that in a languagbanesn as such, acquisition of L1 as
well as L2, is a very simple process, namely tbersg of linguistic data. ET and DOP thus

regard language as learnable and not innate asusreed by GG.

In Chapter 3, the Second Language Linguistic PgioggL2LP) model was presented, who

also regards language as learnable. In contraditdithe ET/DOP approach, however, the
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L2LP model assumes a role for abstract representain the processing of language. The
L2LP model provides an interesting model for L1gaage acquisition, in which exemplar
storing is seen as a means to acquire abstractiottss approach exemplars are stored until
enough information is stored to form a categoryube. As a result of this process, it is
expected in the L2LP model that in the adult pretgsof language, there is a combination of
different processing units with different levelsatfstractions that all contribute to the
interpretation of language.

The L2LP model assumes that for L2 learning, tlamgnar of the L1 will firstly interpret all
the incoming data, however consistent exposurkeed.? will lead to a re-ranking of the
constraints of the L1 grammar and if necessaryethglt be exemplar storing in order to

acquire new categories and rules.

Chapter 4 described the Second Language and Ualiv@rammar proposal, which
emphasized that there is a continuity between ldlL2nhacquisition. The L2UG framework
agrees with Chomsky on the assumption that langoagsists of highly abstract syntactic
rules, however, L2UG emphasizes that the same sitiquiprocess seems to take place for

L2 learning as was proposed for L1 learning by GG.

In Chapter 5 all the evidence that was put forardhe different frameworks was critically
compared and discussed. In this discussion, itasgiged that all this evidence does not
necessarily exclude each other. In cognitive psipghyoit is assumed that the knowledge of
concepts and categories is represented by abasaetll as exemplar knowledge. The
theoretical framework of Construction Grammar (@&)ues that linguistic processing is part
of the whole of conceptual knowledge in the humiaainy and thus also for linguistic
processing both exemplar and abstract knowledmpresented. CG argues that L1 as well as
L2 acquisition is not driven by innate languageg@iples, but can be acquired by the storage
of exemplars and the induction of abstract inforarafrom these exemplars. This process
continues throughout life: every newly stored exEmnmay be of influence to the conceptual
knowledge of a category.

This framework seems to advocate an interesting vie the role of exemplar and abstract
knowledge in linguistic processing and acquisitibhis view seems to be supported by the
evidence that GG found for abstract syntactic ruigShapter 1, the evidence that ET/DOP

provided for concrete exemplar storage in Chapténeevidence for exemplar learning that
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L2LP put forward in Chapter 3 and evidence fordbetinuity between first and second

language learning that was suggested by L2UG irptéhd.

However one point of criticism was put forward e tdiscussion in Chapter 5, namely that in
CG it is assumed that the formation of linguististactions is driven by the human desire to
speak and to be understood. It was argued that Wineis the main force behind linguistic
processing it is very difficult to explain why tleeseems to be so much variety and change in
a language community. Therefore a different motiekind the formation of abstractions was
proposed, namely the desire to store efficientiythe here proposed model it was argued that
there are two competing motivations that are rdl&dehe processing of language, namely
storage and efficiency. On the one hand, the humad desires to store everything that is
encountered in a lifetime, on the one hand anatiwivation is trying to make this storage
more efficient by replacing redundant informatignam abstract representation. If the
functions of exemplar and abstract storage are isetfirs way, it becomes more plausible
why there is inconsistency in knowledge of languag@ng speakers of the same language.

This idea was put through the test in Chapter 6.

Chapter 6 was an experiment that tried to showkamele of reanalysis in Dutch, by which it
was tried to confirm that different speakers adieguage may have different knowledge of
their language. Different knowledge was indicatgdhe fact that different speakers may
have different judgments on what is grammaticdhgir language.

Participants were presented with a structure ghxeguently heard, but is officially
ungrammatical according to the grammar of Dutcl,ANS. It was asked if they found this
sentence grammatical and afterwards it was alsedagkhey found the sentence that the
ANS recommends as grammatical or worse than thequ® sentence, which was
ungrammatical. It turned out that the speakersph#dicipated in the experiment had very
different opinions about this. Older speakers ofdbuegarded the old form as grammatical
and the new form as ungrammatical. The majoritycafnger speakers of Dutch regarded
both sentence types as grammatical, however ietuout that women preferred the new
form, which is officially ungrammatical, above tbkel form, which is officially grammatical.
Men, on the other hand, regarded both sentenceswgtcal, but preferred the old form
above the new.

The results of the experiment may be seen as sufgpdhe CG model that was proposed in

the discussion in Chapter 5. As was suggestetldo G framework, exemplars as well as
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abstractions play an important role in language@ssing. The consistent hearing of a new
form, may lead to a change of the abstract cortbapts represented in long-term memory,
even after an abstraction is formed. And as the ongiof older people is more extensive it is
more difficult to change the abstract knowledge tbpresents the stored exemplars, which,
as was mentioned above, was observed in the redulise experiment. This storing of
exemplars still takes place when the languageigserthe ‘steady state’ of language
experience, which suggests a continuity of L1 a@ddr post-L1 learning, as far as there is a

steady state of language experience.

The results of the experiment of Chapter 6 alsaatds that different speakers of a language
have different knowledge of their language. Varigtknowledge of language is of no
advantage to mutual understanding between diffesgedkers. The occurrence of reanalysis
may thus be indicative that linguistic processirgymot be driven by a desire to be
understood, but by non-linguistic motivations, sastthe competing motivations of storage
and efficiency, as were proposed in the discussi&@hapter 5.
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Appendix 1.
Questionnaire

Mijn naam is Anne-Marieke Samson en ik ben studaaiwetenschap en ben op dit moment
mijn scriptie aan het schrijven.

Ik ben op zoek naar sprekers van het Nederlandbaaen de 40 jaar voor een klein
onderzoekje. Meedoen aan dit onderzoek houdt alileemvullen van onderstaande vragen
in. Dit neemt slechts een paar minuten in beslag.

Uw deelname aan het onderzoek is anoniem, echwet graag uw leeftijd weten en of u een
man of een vrouw bent. Alle informatie die u mijyéet, wordt uiterst discreet in mijn scriptie
gebruikt.

U kunt uw antwoorden op mijn vragen sturen reseasamson@gmail.com

Belangrijk is om bij het invullen van de vragentrieeoverleggen met anderen, het gaat om
uw eigen idee.

Bij voorbaat dank!
Met vriendelijke groet,

Anne-Marieke Samson

Ik wil graag weten

1. Of u de zinnen onderenb correct, incorrect of acceptabel vindt.

A Hij wordt gevraagd om minister te worden.
Ik werd verzocht het gebouw onmiddellijk te vertate

B Hij wordt een boek voor zijn verjaardag gegeven.
Hij wordt de nieuwe collectie gepresenteerd.

2. En als u sommige daarvan eventueel niet acoglptatalt, kunt u dan uitleggen waarom u
dat vindt (los van wat het groene boekje erovet,zeg gaat om uw eigen idee)
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3. Als laatste wil ik nog graag weten of u de zmoeaderc beter of slechter vindt dan onder a
of dat u ze misschien evengoed vindt. En of u kuthéggen waarom u dat vindt.

C Hem wordt gevraagd om minister te worden
Mij werd verzocht het gebouw onmiddellijk te vedat

Uw Leeftijd:
Man / Vrouw
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Appendix 2.
Results of reanalysis questionnaire

The following pieces of text are copied and pa#tech the emails that were sent back to me
by the participants. They are ordered by age op#récipants. Also their gender is
mentioned along with their age. Their responsegwanslated as literally as possible.

M 67:

a en b geen goed taalgebruik

“hem wordt gevraagd om minister te worden” en “mgrd verzocht het gebouw onmiddellijk
te verlaten”

b. “hem wordt een boek voor zijn verjaardag gegéearihem wordt de nieuwe collectie
gepresenteerd”.

De zinnetjes onder c zijn goed

Translation

A and b, incorrect use of language

“hem wordt gevraagd om minister te worden” and “wird verzocht het gebouw te
verlaten”

“hem wordt een boek voor zijn verjaardag gegevenem wordt de nieuwe collectie
gepresenteerd”.

The sentences under c are correct

M 65:

Wij vinden de zinnen onder a en b geen goed taalge®Op commerciéle zenders wordt dit
soort verbasterd taalgebruik gebezigd

De zinnetjes onder c zijn goed. Wij geven er derkeor aan in het eerste zinnetje het
woordje “om” nog weg te laten

Translation:

We regard the sentences under a and b as incareciommercial television networks, this
kind of incorrect language is exercised.

The sentences under ¢ are correct. We prefer ve leat the word ‘om’ in the first sentence
of c.

F 65:

a en bgeen goed taalgebruik

“hem wordt gevraagd om minister te worden” en “mgrd verzocht het gebouw onmiddellijk
te verlaten”

b. “hem wordt een boek voor zijn verjaardag gegéearn‘hem wordt de nieuwe collectie
gepresenteerd”.

De zinnetjes onder c zijn goed

Translation

A and b, incorrect use of language

“hem wordt gevraagd om minister te worden” and “wi@rd verzocht het gebouw te
verlaten”

“hem wordt een boek voor zijn verjaardag gegeven™&m wordt de nieuwe collectie
gepresenteerd”.
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The sentences under ¢ are correct

F 63:

Wij vinden de zinnen onder a en b geen goed taalge®Op commerciéle zenders wordt dit
soort verbasterd taalgebruik gebezigd

De zinnetjes onder c zijn goed. Wij geven er derkeor aan in het eerste zinnetje het
woordje “om” nog weg te laten

Translation:

We regard the sentences under a and b as incareciommercial television networks, this
kind of incorrect language is use.

The sentences under ¢ are correct. We prefer ve leat the word ‘om’ in the first sentence
of c.

M 60:

a. vind ik goed.

b. vind ik niet goed. In beide zinnen zou ikdgor hem vervangen.
c. c.vind ik beter als a. Ik kan niet goed aaegewvaarom.

Translation:

a. is correct

b. is not correct, in both sentences hij shouldeptaced by hem
C. cis better than a. | cannot explain clearly why

F 59:

Voor mij is in eerste instantie a beter dan b, anndaij b het 'aan

hem' wordt bedoeld en dan kan je volgens mij negedoersoonsvorm
gebruiken. Je hoort dit wel vaak zo zeggen in Andsii®, waarom weet ik
niet.

¢ kan dan weer wel om dezelfde reden.

Translation:

For me, in the first place a is better than b, beean b it is meant to be ‘to him’ instead of
‘hij’ en in that case you cannot use this formia pronoun. However, sentences like this are
often heard in Amsterdam, | don’t know why.

C is correct for the same reason.

F 59:

Zinnen A vind ik acceptabel, ik zou denk ik "om"gvaten in de eerste zin.
Zinnen B zijn voor mij niet acceptabel, ik zou Betzeggen: Hij krijgt een
boek voor zijn verjaardag.

De nieuwe collectie wordt aan hem gepresenteerd.

De zinnen C lopen voor mij beter, waarom weet ik ot zo, dit is puur
gevoel.

Translation:

Sentences A | find acceptable, | would leave “oto)) put, however.

Sentences B, are not acceptabel, | woud say itliise Hij krijgt een boek voor zijn
verjaardag (active construction, instead of pagsive
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The sentences of C are better, | don't know why turely a feeling
F 57:

a acceptabel

b werkwoord verkeerd gekozen maar niet met persamer onderwerp beginnen lijkt mij
prettiger lezen.

C, Het kan wel maar het is gewoon niet mooi getdesrd.

Translation:

A is acceptable

B, wrong verb is chosen. if the sentence doesart stith person but with subject, it is better
reading it.

C, is possible but not well formulated

M 54:

ais OK

B, kan echt niet. Dit moet iets zijn van "Hij krifgpf "hij heeft gekregen”. Misschien komt
het omdat er een directere uitdrukking mogelijk is.

B2, Lelijk. Kan beter dan de eerste in mijn ogeratWblgens mij wel kan: de nieuwe
collectie wordt hem gepresenteerd.

Ook kan er weer een zin met krijgen.

Ik zit te zoeken in de verklaring van de "belajkgte informatie”: dit gaat over de nieuwe
collectie en de vorige zin over "het boek aan hem".

Al is beter than c1 volgens mijn gebruik van taal

C2 is beter. Ik ben eigenlijk niet het onderwerpdanblijkt beter uit deze zin

Translation:

a is ok.

B1, is unacceptable. This should be something fikigkrijgt” (untranslatable, but it is an
active form of the passive ‘he is given’) Maybe dese a more direct is expression possible.
B2, Ugly. However is more acceptable than the brst. What is actually possible: the new
collection is presented to him. Or a sentence {kifjgen’ (again untranslatable)

| am trying to find a solution similar to “the momportant information”: This sentence is
about the new collection and the previous sentaboet ‘the book to him’.

Al is better than c1 according to my use of languag

C2 is better (than Al). ‘Ik’ (1) is not the subjeantd that is better expressed in c.

M 52:

a en bgeen goed taalgebruik

“hem wordt gevraagd om minister te worden” en “mgrd verzocht het gebouw onmiddellijk
te verlaten”

b. “hem wordt een boek voor zijn verjaardag gegéearihem wordt de nieuwe collectie
gepresenteerd”.

De zinnetjes onder c zijn goed

Translation
A and b, incorrect use of language

102



“hem wordt gevraagd om minister te worden” and “wa@rd verzocht het gebouw te
verlaten”

“hem wordt een boek voor zijn verjaardag gegeven®&m wordt de nieuwe collectie
gepresenteerd”.

The sentences under c are correct

FAar:

A en B, Niet acceptabel, het zijn alle meewerkevatmwerpen: Aan hem wordt gevraagd ,
aan mij werd verzocht (b) aan hem wordt gegeveaagnhem wordt gepresenteerd.

C: Dit zijn correcte zinnen, zoals ik al opmerksaghet om meewerkend voorwerp en niet
om een onderwerp, de c-zinnen zijn dus goed, deramdet

Translation:

A and B, not acceptable, they are all indirect otsjeAan hem wordt gevraagd , aan mij werd
verzocht (b) aan hem wordt gegeven en aan hem \gepesenteerd.

C: these are correct sentences, as | mentionedeh i@y are indirect objects and not
subjects, the c-sentences are correct and thesahenot.

F 30:

a acceptabel

b niet

ik vind dit beter klinken:

hem wordt een boek voor zijn verjaardag gegeven.

ik zou zeggen;

hij krijgt een boek voor zijn verjaardag

ik vind dit beter klinken:

hem wordt de nieuwe collectie gepresenteerd

ik zou zeggen;

de nieuwe collectie wordt aan hem gepresenteerd

Ik vind de zinnen onder a beter klinken dan c. gtalidiger, meer een hele zin.
De zinnen onder c lijken uit een andere zin gehakslof er iets aan vooraf hoort te gaan.

Translation:

A, acceptable

B, not

| think this sounds better:

‘hem wordt een boek voor zijn verjaardag gegeven’

| would say:

‘hij krijgt een boek voor zijn verjaardag’

| think this sounds better:

‘hem wordt de nieuwe collectie gepresenteerd’

| would say:

‘de nieuwe collectie wordt aan hem gepresenteerd’

| think the sentences of a sound better than ceNMatependent; more a complete sentence.
De sentences under ¢ appear tob e taken from arsshence, as if something should
precede them.
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M 30:

aregel 1 onacceptabel vooral als het om een tarrggat ljem wordt ...)

a regel 2 acceptabel maar niet correaf (verd verzocht)

b onacceptabel (klink engels)

c zijn goed (en volgens mij strookt mijn idtile hier met het groene boekje)

Translation:

al, unacceptable, especially when it is about astein(hem wordt)

a2, acceptable but incorrect (mij werd verzocht)

b unacceptable (sounds english)

c, are correct (I think my intuition is not in acdance with ‘het groene boekje’ (grammar
book))

M 28:

De zinnen onder B vind ik beide niet acceptabelvbelt alsof er ‘aan

hem' moet staan. Waarom ik de zinnen niet accelptaizk kan ik niet

precies zeggen. Ik heb het idee dat het met nas&enual maken heeft.

Ik vind de zinnen Al en C1 even goed, het zou woipals moedertaalspreker
van de context afhangen welke variant ik zou gdlerui Zin A2 vind ik beter
dan C2. In C2 heb ik het idee dat er iets moet koatge 'mij werd verzocht
mijn spullen op te ruimen'. Maar waarom dat nu asdedan een gebouw
verlaten...

Translation:

The sentences under B are both not acceptabgel fike they should say ‘to him’ instead of
‘he’. Why I find the sentences not acceptable isllta say. | have the idea that is has to do
with cases.

| find the sentences Al and C1 evenly acceptablanpk as a native speaker it would depend
on the context which one | would use. Sentence ##libetter than C2. In C2 | have the idea
that something like ‘to clean up your room’ shotdtiow instead of ‘to leave the building’.

But why that is different than a leaving a building

M 28:

Intuiftief vind ik beide de zinnen bij a acceptabel

De zinnen bij b geven mij op het eerste gezichtraangevoel, en iets later

besef ik dat dat is omdat ik voel dat in beide emtfhem" had moeten staan

in plaats van "hij". Ook in de zeer informele sjktaal zou ik de bovenstaande zinnen
vreemd vinden,

Ik vind de zinnen bij ¢ even goed als bij a, maghebben voor mij een

andere betekenis.

Grammaticaal vind ik a en ¢ even goed.

Translation:

Intuitively, 1 find both sentences of a acceptable.

The sentences of b, feel strange at first, latealized that it is because I think in both
sentences it should have been *hem’ (him) instéakijo(he). Also in informal language, the
b-sentences would sound strange.
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The sentences of c, are just as grammatical asntbe of a, although for me they have
different meanings.

F 28:

A= correct

De zinnen onder B liggen mij niet lekker in de moNdar mijn gevoel kunnen deze zinnen
niet gekoppeld worden aan een persoon omdat herwedp van de zin niet geen subject is,
maar een object. Eerder zou ik het woord 'hij' @agen door 'Er' in de 1le zin. Bij de tweede
zin zou ik het helemaal omgooien 'De nieuwe cdkeesbrdt gepresteerd'.

Ik vind de zinnen onder c niet acceptabel, ze lapeh Wederom zou ik het woord 'er’
introduceren binnen de zinnen. 'Er wordt hem geydaan minister te worden' en 'Er werd
mij verzocht het gebouw onmiddelijk te verlatenaldens mij heeft het ook te maken met de
handeling binnen de zin. Door wie wordt de handgiimgang gezet? In beide zinnen
ontbreekt een verwijzing daarnaar. 'Er' impliceereder geval een actieve aanzet tot de zin.
Een verwijzing naar de daad ofzo...

Translation:

A = correct

De sentences of B sound very strange. In my opithiese sentences cannot be attached to a
person, because the subject of the sentence @llgtatot a subject, but an object. It would be
better to replace ‘hij’ with ‘er’ (there) in theréit sentence. In the second sentence | would
change the word order ‘de nieuwe collectie wordglirgeenteerd’ (the new collection is
presented)’

| find the sentences of C unacceptable, they aaeage. Again | would introduce the word

‘er’ ‘er wordt hem gevraagd om minister te worden’‘er werd mij verzocht het gebouw
onmiddellijk te verlaten’. In my opinion it also $ito do with the verb of the sentence. By
who is the act initiated? In both sentences itdaakeference to this actor. If the word ‘er’ is
used, it implies an active initiative, a referete@ deed, or something...

M 27:

Ik vind de zinnen onder a en b niet acceptabelylvjaé de zinnen onder b volstrekt
belachelijk vind klinken, en die onder a wel vakeor, volgens mij.

Maar in allebei de zinnen is 'hij' het meewerkendrwerp, en dat zou volgens mij met 'hem'’
moeten worden aangeduid.

De zin is eigenlijk 'Aan hem wordt iets gegevemebraagd”, en in die zin past 'hij' helemaal
niet op de plek van 'hem’.

Maar de zinnen onder a) vind ik dus veel normader die onder b). De zinnen onder c) zijn
volgens mij correct, alleen mist er een 'd" in tgag'.

Translation:

| find the sentences of a and b both not acceptalilereas | find the sentences of B
absolutely ridiculous and the sentences of a | lndten heard say.

However, in both examples ‘hij’ is actually the igent (meewerkend voorwerp) en this
ought to be expressed by ‘him’.

However, the a-sentences sound more normale tleaonés of b.

The sentences of ¢ are correct in my opinion.
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M 26:

Ais prima

B klopt niet:

ik mis het woordje 'aan’

hij zou moeten zijn 'aan hem'

C kan, maar is wel slordig: A is beter

Translation:

Ais fine.

B is strange

| miss the word ‘aan’ (to), is should be ‘aan héta’him)
C is possible but is not correct: A is better.

M 25:

A ja

B1, ja maar niet heel netjes

B2, nee

C, Slechter dan a. Ik vind deze zinnen een beetjeegtloos doordat ze geen onderwerp
hebben.. De scope van de zin is groter dan denraee die er in zit en daardoor vaag. Evt in
een complete alinea met context zou ik het er nmeser eens zijn.

Translation:

A, yes

B1, yes, but strange

B2, no

C, worse than a. These sentences sound a litttexdtess because they don’t have a subject.
The scipe of these sentences is larger than tbemiattion that is in them en therefore they are
vague. In a complete paragraph with context | migtat them more acceptable.

M 25:

Ik vind eigenlijk geen van alle zinnen acceptabelgens mij moeten de

werkwoorden allemaal wederkerend gebruikt wordex i@toch de term?), dus: hem...;me...;
hem...; hem...

Translation:

| think none of the sentences (a, b and c) is dabéa In my opinion, the verbs should all be
used reciprocal (isn’t that the term?) So, instafddlij’ (he) and ‘ik’ (I) it must always be
‘hem’ (him) and ‘me’ (me).

F 24:

de zinnen onder a zijn acceptabel. met name dedevaa. bij de eerste zin twijfel ik of het
acceptabel is omdat " hem" beter zou staan voor gayoel.

de zinnen onder b zijn voor mijn gevoel niet acabpt omdat er zou moeten staan "
(aan)hem" in plaats van "hij".

ik zou dus c beter vinden voor de eerste zin van a.

Translation:
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The sentences under a are acceptable. Especialbettond sentence. | have doubts about the
First sentence, because ‘*him’ would have been heéttieink.

The sentences under b, are not acceptable bedaysshiould have had ‘(aan) hem’ (to him)
instead of ‘hij’

| would prefer sentence C1 above Al.

F 24:

A is acceptabel

Beide zinnen onder B klinken raar. Het ‘hij’ alsdemwerp past niet. Naar mijn idee is het
alleen correct als het een indirect object zouy, zan hem’. Maar zoals nu in B zou ik de
zinnen nooit gebruiken, en als ik het zou horergeagzou ik er waarschijnlijk een grapje
over maken.

C1l: SLECHTER: intuitief vind ik het raar klinkensdhem’ wordt gebruikt als zogenaamd
onderwerp van een zin, zeker als het zo aan hat bag de zin staat.

C2: EVENGOED: wat er bij ‘hem’ wel is vind ik bijnij’ niet. Ik denk omdat je ‘mij’ zelf
vaker gebruikt, maar dat is ook maar weer eennciséf idee. Beide zinnen, dus die in A en
in C klinken naar mijn idee goed, maar ik denkildate zin in C niet zelf zou gebruiken,
omdat het toch wat gek klinkt om een zin te beginmet ‘mij’ als zogenaamd onderwerp.
Ais Correct

Translation:

Both sentences of B sound strange. ‘hij’ as a siligegncorrect. In my opinion it would only
have been correct i fit had been an indirect obgaot hem’. But as they are now | would
never use those setences and if | heard someorieesay | would make a joke about it.

C1: even worse! Intuitively it sounds strange isrti is used as a subject of the sentence,
especially if it is in initial position like this.

C2: evenly well. What I think of ‘hem’ is not tharse for ‘mij’. Maybe because you use ‘mij’
more often yourself, but that is only an instinetihought. Both sentences, A and C sound
good, but I think | would not use the sentence jbbé€rause it sounds strange to me to start a
sentence with ‘mij’ as a so-called subject.

F 24:

De eerste zin van a lijkt mij grammaticaal in ordéleen is de zinsopbouw in dit geval niet
zo gepast. Twijfel over nut van 'om'. 'Hij wordt'¢ombinatie met ‘worden'. 'Hij wordt' in
plaats van 'Hem'?

De tweede zin van a lijkt in eerste instantie gaoedtien keer te hebben gelezen slaat de
twijfel toch toe;

'Ik' moet vervangen worden door 'Mij'.

C, Veel beter, voor uitleg zie vraag 2

Translation:

The first sentence of a seems grammatical to mby. tBe sentence construction is a bit
inappropriate. | doubt about the use of ‘om’ (t4)ij wordt’ in combination to ‘worden’. ‘hij
wordt’ instead of ‘hem’?

De second sentence of at first seems al right; eftereadings | start doubtind;

‘ik’ must be replaced by ‘mij’

C, much better, see explanation of sentence 2.
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F 24:

A vind ik lelijk, maar niet onjuist

B beide zeker niet juist

C1 vind ik nog net zo lelijk, maar ook nog steadstj
C2 juist

Translation:

A, | find ugly but not incorrect
B definitely incorrect

C1, just as ugly, but still correct
C2 correct
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Appendix 3
Tablesof results of questionnaire.

The below presented tables are a results of theeasof the participants as presented in

appendix 2.

Table 1.1 Results of question 1, sorted by age

Age, Al A2 Bl B2

gender]

Sent—

67, m Unacceptable Unacceptable  Unacceptable Uptatde

65, f Unacceptable Unacceptable  Unacceptable Uptatale

65, m Unacceptable Unacceptable  Unacceptable Uptatde

63, f Unacceptable Unacceptable  Unacceptable Uptatale

60, m Correct Correct Unacceptable Unacceptable

59, f Correct Correct Unacceptable Unacceptahle

59, f Acceptable, but Acceptable, | Unacceptable Unacceptable
strange but strange

57, f Correct Correct Unacceptable Unacceptahle

56, f Acceptable, but Acceptable, | Unacceptable Unacceptable
strange but strange

54, m Correct Correct Unacceptable Unacceptable

52, m Unacceptable Unacceptable  Unacceptable Uptatde

47, f Unacceptable Unacceptable  Unacceptable Uptatale

30, f Correct Correct Unacceptable Unacceptahle

30, m Unacceptable Acceptable | Unacceptable Unacceptable

but strange

28, m Correct Correct Unacceptable Unacceptable

28, m Correct Correct Unacceptable Unacceptable

28, f Correct Correct Unacceptable Unacceptahle

27, m Unacceptable Unacceptable  Unacceptable Uptatde

26, m Correct Correct Unacceptable Unacceptable

25, m Unacceptable Unacceptable  Unacceptable Uptatde

25, m Correct Correct Acceptable butJnacceptable

strange

24, f Acceptable, but Correct Unacceptable Unacceptable
strange

24, f Correct Correct Unacceptable Unacceptahle

24 f Correct Acceptable | Unacceptable Unacceptable

but strange
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Table 1.1a Results of question 3 sorted by age

Age, gendey, | C1 Cc2

Sent—

67, m Correct better than A Correct better than A
65, f Correct better than A Correct better than A
65, m Correct better than A Correct better than A
63, f Correct better than A Correct better than A
60, m Correct better than A Correct better than A
59, f Correct better than A correct better than A
59, f Correct better than A Correct better than A
57, f Acceptable, but strange = Worse than|A  Accdptdlut strange | Worse than A
56, f Correct better than A Correct better than A
54, m Unacceptable Worse than A Correct equal to A
52, m Correct better than A Correct better than A
47, f Correct better than A Correct better than A
30, f Unacceptable Worse than A Unacceptable Wibiese A
30, m Correct better than A Correct better than A
28, m Correct equal to A Acceptable, but strange uaktp A

28, m Correct equal to A Correct equal to A
28, f Unacceptable Worse than A Unacceptable Wibiese A
27, m Correct better than A Correct better than A
26, m Acceptable, but strange ~ Worse than|A  Accégtabt strange Worse than A
25, m Correct Worse than A Correct Worse than|A
25, m Unacceptable equal to A Unacceptable equal to
24, f Correct better than A Correct better than A
24, f Unacceptable Worse than A Acceptable, bainge | Worse than A
24 f Correct better than A Correct equal to A
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Table 1.2 Results of question 1, sorted by genatgpdrticipants under 40

gender, | Al A2 Bl B2

age|

Sent.—

F 30 Correct Correct Unacceptable Unacceptable

F 28 Correct Correct Unacceptablé Unacceptable

F24 Acceptable, Correct Unacceptable Unacceptable

but strange

F 24 Correct Correct Unacceptable Unacceptable

F24 Correct Acceptable bytUnacceptable Unacceptable
strange

M 30 Unacceptable | Acceptable butUnacceptable Unacceptable
strange

M 28 Correct Correct Unacceptablg Unacceptable

M 28 Correct Correct Unacceptablg Unacceptable

M 27 Unacceptable Unacceptable Unacceptahle Untatdep

M 26 Correct Correct Unacceptablg Unacceptable

M 25 Unacceptable Unacceptable Unacceptahle Untatdep

M 25 Correct Correct Acceptable butUnacceptable

strange

Table 1.2a Results of question 3, sorted by gefwigrarticipants under forty

Age, gendef, | C1 Cc2

Sent—

30, m Correct better than A Correct better than A
28, m Correct equal to A Acceptable, but strange uaktp A

28, m Correct equal to A Correct equal to A
27, m Correct better than A Correct better than A
26, m Acceptable, but strange¢ ~ Worse than|A  Accégptabt strange Worse than A
25, m Correct Worse than Al Correct Worse than|A
25, m Unacceptable equal to A Unacceptable equal to
30, f Unacceptable Worse than A Unacceptable Wibiese A
28, f Unacceptable Worse than A Unacceptable Wibiese A
24, f Correct better than A Correct better than A
24, f Unacceptable Worse than A Acceptable, bainge | Worse than A
24 f Correct better than A Correct equal to A
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